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EDITORIAL

This (s the finul issue of the Newalellen in my {ceam as
Editor and I should Cike to avail of the oppoatunily (o mahe
some comment s on the denefopment of {he Newsletdlen since ]

took ovea the jol,

As you une aware, I'ne encounaged wuthors to wadle in un
expasitory fushion so Thal o wide range of the acadeaship can
easily undeasiand and Conef il faom reading the axlicles,

There (4 always a dangea thal matlhemalicians will confine theia
expositions (Lolh wailten aund caal) to v nuraow wudicence of
collouagues wilh similun infencests (n nurrowm ficelds, This
tendency auns countea 1o the develaopment of malhemat ics which
depends veay much on the caosy ferlilization of ideas und tech-
nigues facm onc waca {o wunclhen. 1/ we ure intlerested in oua
woak, (1 {5 good to conyey this enthusiostically Lo peaple

wonking in olhea ficlds and so sl imulule interuction Celween

nanious fLields of specivfizal ion. The specialist acescanch

Jouanals and seminaas paopide ovppoatuniiics 1o communicatld wiilh
colleagues having similun inleacsts; {his Newslellea-helps
mathematicians 10 reach out to u widea group. Te do this, ot
(4 clean thul the exposilion should e (ess tochnicul and feoss
demaonding of CQuckgrnound knowledge on those aeading, The dif/f-
icully innobped in paesenialions of 1his type (s obpicus: just
how much oa how Ciitle cun one assume? Aul 1 da feliore Thul
the efforl innolred in ovencoming {lhe difficultly (s Conceficiul
to Coth the pacsenten aund {o the acadeas. The Joamen 015 awak-
ened 1o the context of his woak wilhin the widev ficld of al?
maulhemat ics, while {hose who acad the urlicle quin insight intao
othen wacas of mauthematics und alse peahaps get some (deas

alout possiCle solutions (o paollems in Their own wrcas.

Muaing my Team as Ediloa, I're consideaod 1he Newsleotdon

to e v pullicolion for exvposition of the type aul lined alaope.




7o conclude, I wish to thank all those who contaibuted
uat icles duning the pust thaee yeuns, A special wond of
thunhs (s due {o those whose ussistunce was Invaluulle:

Put Titeputnick (Assvciate Editon), Phil Rippon (Paoblem Puge)
und Leslie Brookes (Typist).

Donul Hunley

IRISH MATHEMATICAL SOCIETY

Notice of Ordinary Meeting
Thursday, April 4th, 1985, 12:15 p.m.
at

Dublin Institute for Advanced Studies

Minutes of Ordinary Meeting
Friday, December 21st, 1884
at

Dublin Institute for Advanced Studies

The meeting commenced at 12.75 p.m. with Professor A.G.
0'Farrell in the chair. The minutes of the previous meeting

were taken as read.

Matters Arising

The question of the post-graduate awards was regarded as
a dead letter. No progress had been made in relation to the
Young Scientists Award. The Massera Campaign was over.
M. Clancy reported that some progress in the talks with the
IMTA had occurred. It was proposed that reciprocal member-
ship without voting rights might be obtained at a cost of
£1.50. The IMTA still had some misgivings and would consider
this proposal at a delegates meeting. This and any subseq-

vent proposals will be considered by the new Committee.

Secretary's Report

This was accepted on a proposal from S. Tobin, seconded




by M. Newell.

Treasurer's Report

This report was circulated and further details were given
by 6. Enright. The report was accepted on a proposal by F.
Holland, seconded by M. Newell. The chairman, Professor 0O°
Farrell, complimented the Treasurer on the orderly fashion in
which he had handled the affairs of the Society.

The membership list was circulated and some minor and one
major - the omission of NUU from the Institutional list -
mistakes were noted. Local representatives were asked to
inform the Treasurer, G. Enright, of any changes of address
of members. It was noted that a 12% increase in ordinary

membership had occurred.

It was proposed that the subscription be increased to £5
per annum to take effect from January 1986. It was hoped that
this rate could be held for a significant period of time.

S. Tobin was unhappy with an increase just for increase sake
and some discussion took place regarding the need for increased
Teserves. It was hoped that more conferences could be supp-
orted in the future. The proposal was formally put by T.T.
West, seconded by F. Holland and was accepted. The overseas

rate for libraries will be increased pro rata.

Orlov and Shcharansky

The basic situation in relation to Orlov and Shcharansky

was ocutlined in the current Newsletter. T.T. West proposed
that the Society should ask for their release. This was
agreed.

Changes to Constitution and Rules

(i) [t was proposed to simplify the procedure of election to

membership. This would now be confirmed by the Committee.

(ii) It was proposed to replace the word "session" by the
word "term" in the rule governing the period of consec-
utive holding of office. This would result in offices
being allowed to be held for 3x2 year periods rather

than 3x1 year periods as at present.

(iii) That members 18 or more months in arrears be deemed to

have resigned.

(iv) That the first sentence of paragraph 5 of the rules be

deleted.
Items (i) - (iv) were unanimously accepted.
[Text of revised Constitution at the end of this report - FId.]

Ratification of Members

This was formally proposed by G. Enright and wnanimously
accepted. It was pointed out by Or Enright that this would
no longer be necessary in view of (i) above. He further sugg-
ested, and it was agreed, that the revised Constitution and

Rules be published.

Elections

The following were elected uncpposed:

Position . Member Proposer Seconder
President M. Newell A.G. O'Farrell F. Holland
Vice-President S. Dineen A.G. O'Farrell F. Holland
Secretary (1 year) A.G. O'Farrell G. Enright S. Dineen
Committee Member T.T. West F. Holland S. Dineen
F.G. Gaines P. Boland 5. Dineen
N. Buttimore S. Tobin F. Holland
B. Goldsmith D. Hurley P. Boland




Other Business

(a)

(b)

T. Murphy reported that it was hoped to run a conference

on the Mathematics of Theoretical Computing.

There would be a joint meeting with the LMS on Operator

Theory in Dublin. Easter 1986 was a possible date.

It was agreed to query the possibility of reciprocal
membership arrangements with the Institute of Mathematics

and its Applications.

IRISH MATHEMATICAL SOCIETY

CONSTITUTION

The Irish Mathematical Society shall consist of Ordinary and Honorary
Members.

Any person may apply to the Treasurer for membership by paying one
year's membership fee. His admission to membership must then be
confirmed by the Committee of the Society. Candidates for honorary
membership may be nominated by the Committee only, following a proposal
of at least three members of the Society. Nominations for honorary
membership must be made at one Ordinary Meeting of the Society and
voted upon at the next, a simple majority of the members present being
necessary for election.

Every Ordinary member shall pay subscription to the funds of the
Society at the times and of the amounts specified in the Rules.

The Dffice-Bearers shall consist of a President, a Vice-President,
the Secretary, a Treasurer. The office of President or Vice-President
may be held in conjunction with any of the other offices.

The Committee shall consist of the President, the Vice-President, the
Secretary, the Treasurer, and eight additional members. No person
may serve as an additional member for more than three years consecut-
ively.

There shall normally be at least 2 ordimary meetings in a session.

Notice of a motion to repeal or alter part of the Constitution shall

be given at one Ordinary Meeting. Written notice of one month shall
be given to all members before the next Ordinary Meeting at which the
motion shall be voted upon, being carried if it receives the consent

of two-thirds of the members present.

One month's written notice of a motion to repeal or alter a Rule, or

to enact a new Rule, shall be given to all members before the meeting
at which it is to be voted upon, the moticn being carried if it rec-

eives the consent of a simple majority of the members present.

All questions not otherwise provided for in the Constitution and
Rules shall be decided by a simple majority of members present at a
Meeting. Eleven ordinary members shall form a guorum for such
business.




RULES

These rules shall be subject to the over-riding authority

of the Constitution.

SUBSCRIPTIONS

1.

Every Ordinary Member shall pay, on election to membership and during
January in each succeeding session, an annual subscription to be
determined by the Committee. A change in the annual subscription
shall be ratified by a Meeting of the Society.

Urdinary members whose subscriptions are more than eighteen months in
arrears shall be. deemed to have resigned from the Society.

OFFICERS AND COMMITTEE

3.

The election of the Office-Bearers and the additional members of
Committee shall take place at the first Ordinary Meeting of each
session.

The term of office of the Office-Bearers and of the Committee shall be
two years.

On alternate years elections for the following positions will take
place (a) President, Vice-President and half of the additional members
of the Committee (b) Secretary, Treasurer and one half of the addit-
ional members of the Committee.

fach session shall commence on the 1st day of October and last until
the following 30th of September.

The Committee shall meet at least twice during each session, the
President to be convenor. Five shall form a quorum.

A Secretary shall keep minutes of the Meetings of the Society and of
the Committee and shall issue notices of meetings to members resident
in Treland.

At the first Ordinary Meeting of each session the Treasurer shall sub-
mit a Financial Statement for the previous session, duly audited by
two persons appointed by the Committee.

MEMBERSHIP LIST SUPPLEMENT 85-1

14th January 1985

ADDITIONS

Institutional Members

The New University of Ulster (Coleraine)

Dublin Institute of Technmology (Kevin St)

Maynooth Students

Therese Shore, Kieran Flanagan, Jacqueline Maher

U.C.D. Students

Henry McLoughlin, Nada Couzi, Annette Pilkington

N.I.H.E. Limerick

Dr M. Burke, Or M.A. Rahman,
Mr J. Buckley, Mr A. Hegarty

Other Ordinary Members

Mr R. Jordan, Regional Technical College, Carlow

Dr C. Thompson, The University of Southampton, England

AMENDMENTS

Dr J.W. Bruce (ex UCC), Dept of Math., The University, New-

castle~-upon-Tyne, England.

Dr P. Rippon (ex UCC), Faculty of Math., Open University,
Milton Keynes, England.

Dr E. O'Riordan (ex Waterford), Regional Technical College,
Dundalk.

Dr M. Stynes (ex Waterford), Maths Dept, University College
Cork.

Dr J. Stynes (ex Waterford), Regional Technical College, Cork.




Mr M. Brennan (ex Athlone), Regional Technical College,
Waterford.

Dr

M.

Klimek (ex TCD), Maths Dept, University College Dublin.

N

NEWS AND ANNOUNCEMENTS

ADVANCES IN LINEAR PROGRAMMING

Linear programming is perhaps the most important mathemat-
ical technique in use today, at least if importance is judged
by any economic or wutilitarian measure. B8y some estimates
nearly one-fourth of the scientific computation time of all
the computers in the world is devoted to solving linear prog-
ramming problems. Efficient solutions to these problems can
save industry millions of pounds each month. Modern economics
and management science depend very much on solutions to linear

programming preblems.

) The first method of solving these problems was devised
during World War II by George Danzig (now of Stanford Univer-
sity) in an attempt to resolve the logistical problems of main-
taining steady supplies to distant troops subject to the cons-
traints of wartime scarcities. This method is called the
simplex method and since its development, enormous econamic
benefits resulted from its use. In the mid-1950s, the Exxon
Corporation used it to improve the blending of petroleum prod-
ucts and saved 2% to 3% of the cost of its blending operations.
Tée application soon spread within the petroleum industry and
at the same time other industries began to adopt the method.
Today, "packages" of computer programs based on the simplex
algorithm are offered commercially to customers who pay size-

able fees for their use.

The algorithm relies on two key ideas: that the solution
must be one of the vertices of the polytope of feasible points,
and that the sure way to find it is to climb steadily uphill
(or downhill) along the edges.' The number of vertices is
finite, but even in a routine problem, it can be enormous.

It is estimated that for the problem of allocating 2,000 lim-
ited resources to 2,000 products, the number of vertices of

22000 op 1p%°2, Yet the

the polytope is of the order of




simplex algorithm can generally find the optimum solution by
exahining only about 6,000 of the vertices. In theory, the
simplex algorithm is what computer scientists call a "hard"
problem, that is, the computations required grow at a rate
which depends exponentially on the number of constraints.
However, practitioners have found that a good rule of thumb is
that the number of calculations increases as a linear function

of the constraints.

In the late 1970s L.G. Khachian, working at the computer
centre of the Soviet Academy of Sciences, developed an algor-
ithm which proved that linear programming is not really a
"hard" problem and provided an alternative computation that
can be used in those cases where the simplex algorithm proves
too slow. But there were difficulties with this method.
Since matrix inverses need to be calculated in the Khachian
.algorithm, roundoff errors are introduced at an alarming rate,
and it is possible that the intrinsic computer error will grow
so rapidly that the algorithm will not canverge, yielding

nothing but nonsense in the end.

Stephen Smale of the University of California at Berkeley
demonstrated in 1981 that there is an upper bound to the exp-
ected number of vertices that must be checked by the simplex
algorithm. His bound is a function of the "size" of the
prablem, where the "size'" is defined as the sum of the number
of constraints and the number of items being manufactured/all-
ocated. As the problems become larger Smale's upper bound
grows more slowly. Hence, although he has not fully explained
why the simplex algorithm has performed as well as it has, he
has shown Lhat for extremely large problems, the expected num-
ber of vertices investigated is even smaller than the number
given by a rule of thumb widely used by mathematicians. His
bound is not a guarantee that the simplex algorithm will always
work rapidly: the problem is a probabilistic one, 'although it
should apply to the great majority of cases. For an account

of Smale's work see [2].

When Danzig invented his algorithm, he reportedly told
his colleagues not to worry about its slowness as he believed
2 more efficient method of solving resource-allocation prob-
lems would soon be forthcoming. Recently his hopes were
realized. A new algorithm for solving linear programming
problems has been developed and it is apparently much Ffaster
than the simplex method [1]. The algorithm is due to a 28
year-old Indian-born mathematician, Narendra Karmakar, who
works for Bell lLaboratories in Mew Jersey. Unlike the simp-
lJex method, Karmakar's algorithm deforms the polytope of feas-
ible solutions as it proceeds, but unfortunately no technical
details are available yet in the research literature. Math-
ematicians are keen to see and analyse the details of the alg-
orithm and several large corpeorations such as Exxon, American
pirlines and A. T. & T. wish to use it in their scheduling and

allocation problems.

REFERENCES

1. ANGIER, N.
"Folding the Perfect Corner", Time, December 3rd, 1984,

Science Column, page 55.

2. GAINES, F. )
"Recent Developments in Linear Programming", Irish Math-

ematical Society Newsletter, No. 7 (March 1983), 29-35.
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SUPERBRAIN 1985 ations. Are these facts signs of the times?

The Superbrain Competition is an annual mathematical

examination open to all full-time students of University Coll-

i Ss
ege, Cork, regardless of whether they are students of mathem- Arthur Guinne

s . ici have a
atics or not. The competition arocse in 1984 as a result of icipants

a challenge from students of Electrical E£ngineering who claimed
that because of their high points entry requirements, they
were the best matﬁematicians in College. The topics of the
examination are roughly those of the Honours Leaving Certif-
icate in Mathematics so as not to give an advantage to stud-
ents taking more advanced courses. However, the level of
difficulty is sometimes considerably greater. ‘The examinat-

ion was set and corrected by Dr D. MacHale of U.C.C.

In its first year, the competition was won by an except-
ional fourth year Science student, Stephen Buckley, recent
winner of the Travelling Studentship in Mathematical Science,
who is now pursuing a Ph.D. degree in mathematics at the Univ-
ersity of Chicago. Houeuer, the next eight places in the
order of merit were filled by students of Electrical Engineer-
ing, so they claimed a moral victory. This year the number
of entrants was down from 44 to 30 and with the paper prob-
ably just a little less difficult than last year, the stan-
dard was a good deal higher. Interestingly, the winning mark

was almost exactly the same as last year.

The competition was again a triumph for the Electrical
Engineers who filled nine of the top ten places. The 1985
Superbrain is James Cunnane (EE4) (second last year) with a
score of 71. In second place was Richard Kavanagh (EE,PG)
with a score of 63. Third was Patrick Gaffney (EE2) with 61,
while John 0'Connell (Sc 2) with 57 took fourth place.

This year's contest was a straight fight between students
of Electrical Engineering and Science, because students of
Civil Engineering, Arts, Commerce and Medicine did not take

part. Also, only two girls risked their mathematical reput-

- 16 -

Fittingly, prizes for the top three were donated by

and Co., in whose products many of the part-

keen interest.

D, MacHale




SUPERBRAIN U.C.C. 1985

Ansuwer all ten questions

In a darts competition, each dart scores 40, 39, 24, 23, 17 or 16

points. How many darts must be thrown to get exactly 100 points?

Five points lie inside an equilateral triangle of side 2 units. Prove

that at least two of the points are no more than a unit distance apart.

Find all prime numbers that can be written in the form a* + 4b*, where

a and b are positive integers.

If A, B and C are angles with SinA + SinB + SinC = 0 = CosA + Cos 8
+ CosC, prove that Cos3A + Cos 3B + Cos 3C = 3Cos(A+B+C).

In how many different ways is it possible to pay £100 using SOp, 10p

and 5p pieces only?

b e
a g
a B h

© d f

If abcd, befd and eghf are squares, find, with proof, the size of the

angle o + B.

Given a triangle abc, show how to find a point p such that

|p,al? + |p,b|? + |p,c|? is as small as possible.

What is the maximum and the minimum number of "“Friday the thirteenths"

that can occur in any calendar year?

By considering .

y 4

[ z;il;;l—dx,
T+x

0

22

Show'that m < =

10. X 7 % % X

***IX*******,

X X X X%
X X X

X X X

"B R
X % X
TR

E I S S 3

In this long division question each asterisk stands for a whole number.

Reconstruct all the calculations, given that there is no remainder.




PERSONAL ITEMS

Pacfesson B.R. Gelluum of the State University of New York
at Buffalo is a Fulbright Senior Scholar visiting the Math-
ematics Department of University College, Galway during the
period January 1st to April 30th 1985. Professor Gelbaum's
interests are in Boolean Algebra, Probability Theory and

Stochastic Processes.

a7, Hualey of the Mathematics Department, University Colleqge,
Galway is on leave of absence this academic year at the Aust-

ralian National University In Canberra.

Paofesson 0, MeQuillun of the Mathematics Department, Univer-
sity College, Dublin has been recently elected Dean of the
Faculty of Arts at U.C.D.

oa 1.¢G, O‘Nuzqvhoantuiyﬁ of the Mathematics Department, Univ-
ersity College, Galway has been promoted to the rank of Assoc-
iate Professor of Statistics (within the Department of .Math-

ematics).

FrEF STOP PRESS  F#xx

Des MacHale's biography "George Boole: his life and work"
has just appeared. This happy event has caused no little
rejoicing in the MacHale household, but there seems to be some-
confusion: "Why did he write all that stuff about a footballer

anyway!?"

LETTER TO THE EDITOR

Stichting Mathematisch Centrum,
Centrum voor Wiskunde en Informatica,
Kruislaan 413,

10985] Amsterdam.

26 November 1984

Dear Sir/Madam,

We should be greatly obliged if you would place a notice
in the Bulletin for your members about the project on "grey

literature" initiated by the European Mathematical Council.

As the need for greater accessibility of "grey literature"

.on mathematics is widely felt, it has been proposed by the Eur-

opean Mathematical Council that all European mathematical inst-
itutes will send one copy of each of their informal publicat-
ions, such as reports, theses, proceedings of meetings, etc.,
but not reprints, to the Centrum voor Wiskunde en Informatica
(CWI) in Amsterdam. Lists of titles .of publications received
as part of this project are published by CWI and distributed

among the participants.

In order to make these lists as useful a tool as possible,
publications are listed by subject. ‘Participants are there-
fore urgently requested to add, where necessary, classification
codes according to the 1980 Mathematics Subject Classification
scheme of Mathematical Reviews and Zentralblatt, as well as an
English title and abstract, so that eventually KWOT-indexes

may be produced.

A great many institutes in Europe are already taking part
in this project. As so far response from institutes in your
country has not been very great, we hope to draw their interest
to this project through your association. Dur correct mailing

address for reports, etc., is:




Thank you very much in advance for your cooperation.

Centrum voor Wisjunde en Informatica,
Library,

P.0. Box 4078,

1009 AB Amsterdam,

The Netherlands.

Yours sincerely,

Ms Juhke Steaningu

Library

CURVE SMOOTHING USING SPLINES

Don Barry

1. INTRODUCTION
Consider a set of data (xi,yi), i = 1,2, ..., n with
0 s x, < %, < .. <x s 1 and y; = F(xi) e, do= 1,2, ...,n

where F is a well behaved function of x and the errors {ei}
are independently and identically distributed each with mean
zero and variance v. F is known as the regression function
of Y on X and its estimation from a finite set of observations

is one of the central problems in statistics.

The usual parametric approach to regression estimation
assumes F to lie in span {¢j : 1 = j s m), the set of linear
combinations of the basis fuTctiDns @1{@2, . ®m and then
estimates F by the function F in span (¢j : 1 £ 3 5 m) which

minimises the residual sum of squares given by

Res. SS =

i~ 3
—
<
V-
>
—
X
—
—
~N

i=1

o.(x) = 37Ny =12, L., m.

We wish to choose Fin a larger class of functions cont-
aining span {¢j : 1 £ j £ ml as a subset. We minimise the
Res 5SS plus a penaltyvcorresponding to a measure of the dist-
ance of F from span {¢. ¢ 1 < j s m}. For example we might

- (2) 3
choose F € H to minimise

n e~
—
~<
I
lls}
—
x
~—
~—

N
+

1
[= Jg"(x)zdx
1 o

(2)

where H = {g : [0,1] » Rlg,g' are absolutely continuous and
flg"(x)zdx < wf. The presence of the penalty imposes smooth-

0
ness on the estimator. If we cannot make any smoothness ass-

- 23 -




umptions regarding F, then Y contains information about F(xi)
and none about F(x) for x # Xie This makes estimation of F
impossible. The constant ¢ is chosen by the user and controls
the trade-off between roughness as measured by L:g"(x)zdx and

fidelity to the data as measured by
n
B 2
iZT(Yi g(x;))*%.

In what follows we describe the use of roughness penalties
in more detail, examine the relationship between choice of
penalty and choice of Bayesian analysis, briefly describe the
large sample properties of such estimators and finally consider

a method for using the data to guide the choice of c.

2. POLYNOMIAL SMOOTHING SPLINES
Consider choosing a function g to minimise
‘ ' ()
(y; - 9lx))?* + ¢ Ig (x)2dx 2.1

1 a 0

e~

i
A unique solution to this minimisation problem exists in the

space

plm) {g : [0,1) » | g, gy ..., Q(m—1) are

1
absolutely continuous and J g(m)(x)zdx < o}
0

and we choose our regression estimate F to be that solution.

Schoenberg (1964) has shown that f lies in the linear space

Sm of polynomial splines of degree 2m-1. Sm consists of all

functions g : [0,1] - R such that

(i) g is a polynomial of degree 2Zm-1 in each interval

[xi, xi+1]' i = 1,2, .. N=1.

(ii) g is a polynamial of degree m-1 in the intervals

[0, %10 [xy1)

(iii) g is continuously differentiable up to order 2m-2.

It can be shown that given ay0855 -e.n A, there exists one and

only one function s e Sm such that

S(xi) = ay i =1,2, «.., N 2.2

Let o, denote the only element of Sm satisfying
T oi= 3]
it

It is easy to see that {01,02, e eey on} is a basis for Sm and

using this basis the element s-of 2.2 is given by

n
s(x) = ) aioi(x).
21

See Rice (1969) Chapter 10 for details.

Using this basis we can rewrite the minimisation problem

2.1 as: choose a,, a,5 ..., a_ to minimise
1 2 n
n n
.- o )02
i§1(yl r£1ar r(xl)) + clla a_u_ 2.3
1
where wog = &(E(m)(x)os(m)(x)dx. This is now a finite prob-
lem and the optimal values for 3,y 85y ..., @, are precisely
the values f(x1), s ﬁ(xn). tle can write 2.3 as
AT -~ AT A
(y - )1y - ) + cfTaf
where
y = (y s v y )T
»I, 2’ ° e o 3 n 9
Fo= (Fl)s Flx), waey Flx )]
— 1 277 0 n '
@ = (w )y 1,8 =1,2, ..., n.
The minimising value for f is f = Ay, where A = (I + CQ)_1.




The value of ¢ must be chosen by the user and is of vital
importance. For ¢ ==we must have g F(m)(x)zdx = 0 which,
together with the absolute continuity requirements, implies
that F must be a polynomial of degree m-1, indeed the usual
least squares polynomial of degree m-1. For ¢ = 0 we can

make 2.1 equal to zero by choosing ? € Sm satisfying

Intermediate values for c involve a trade-off between the
1
smoothness of the estimate as measured by L F(m)(x)zdx and the

fidelity to the data as measured by Z(yi - F(xi))Z.

Figure 1 shows some data generated by adding normal errors

to the function

F(x) = K1X10(1 - x)® o+ K2x3(1 - x)te

where K1, K2 are positive constants. The 50 x-values are
equally spaced in [0,t]}. - Figure 2 shows the fitted curve
obtained using the m = 1 roughness penalty and a value for c
chosen by cross validation (see Section 5). The true curve
is shown in Figure 3 and indicates that the estimate in this

case behaves very well.

Figures 4-7 refer to some real data concerning computer
repair times. Here X is the number of units to be repaired
and Y is the length of the call in minutes. The figures show
the fitted curve obtained using m = 2 as the value for c inc-
reases from 0 to «. It can clearly be seen how increasing c
causes the estimate to become smoother and to follow the data

less closely.
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3. THE BAYESIAN CONNECTION

wahba (1978) proved the following theorem:

Theoren

Assume that y, = F(xi) +'ei, i = 1,2, ..., N where {ei} are
independent and identically distributed as N{D,v). Let the

prior distribution of F(x), x & [D,1) be that of the stochastic
process
m -1 n
- 2
§1ﬁjx ( + v1Z(x)
where 8 = (0., 8., ..., 8 ) v n(0,v I], v, >0 is fixed and
- 1 2 il s} 1
7(x) is an m-fold integrated Wiener process
1
(x~u)m_1

7(x) = A2l du(u)

o (m-1)t

where W is a Brownian motion (see Shepp, 1966). Then F(x ; c)

the minimiser of 2.1 has the property that

~ lim
F(x H C) = v _)_OOE{F(X) l Y‘I) y2: cees Y }
[a}

with vy o= v/c where E is expectation over the posterior dist-

ribution of F(x) generated by the above probability model.

Thus the choices of m and c are closely related to the

choice of Bayesian prior.

4. ASYMPTOTIC PROPERTIES

Let ?(x ; c) be the estimator corresponding to a partic-

ular choice of c. Define

n ~
glc) = L (Flxy 5 e) - Flx;))?

i.e. the sum of squared errors if c is used as a smoothing
constant. R{c) is a random variable since different y-values

produce a different function f(x ; ¢) and hence a different

o3y -

value for R(c). The following theorem sho@s that if we allow
c to increase with n, but not too quickly then ER(c) » 0 at
s fast rate, where expectation is with respect to the normal

distribution on the errors.

Theorem 1

1 .
CJ F(m)(x)zdx + K(n/c)zm

0

ER(c)

A

where
©

dx

1
K = v[in.max(x [ )]Zm
: 1+1 i Zm)z
0

(14x

and v is the error variance.

Proof

See Wahba (1978).

Corollary
1 1

For c = 0(n°™") we have ER(c) = o(n?™ "y,

This is to be compared with ER(D) = 0(n) (since E(yi—F(xi))Z:v),

and shows clearly the benefit of smoothing.

5. THE CHOICE OF c

Many attempts have been made to use the data to quide the
choice of c. We shall describe one such attempt known as
cross-validation. The idea underlying cross-validation is
that a value of c good for the whole data set should also be
good if a single point is removed and that performance can be
judged by seeing how well the dropped point is estimated using

c as smoothing parameter on the remaining n-1 points. Leaving

w




out each point in turn we would choose c to minimise
n
_ 2Kkl . 2
v, (e) = k;Uk - P x5 oe))

where f[k](x ; ¢c) is the estimate of F based on all the data
except the kth point. Craven and Wahba (1979) propose that

instead of minimising VG(c) a weighted sum of the form

n k]
vic) = kZ1(yk - F (%, 3 c))zuk(c)

should be used. They suggest

1 - akk(c)

w (e) =

%Trace (I-a(c))
where A(c) is the matrix such that
E o= ale)y

and akk(c) is the kN diagonal element of A(c). akk(c) is
the weight given y  when estimating F(xk). If it is close

to one, the point Xy

in estimating F(xk) is unavoidably large and should be down-

weighted in measuring the worth of a particular choice for c.

In their 1979 paper Craven and Wahba support their advocacy

of cross-validation both by theoretical arguments and by means

of a simulation study.
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THE BIBERBACH CONJECTURE: A SUMMER DRAMA

Finbuan Hollund

ACT 1
It was Brian Twomey who brought me the news: the Biber-
bach conjecture was false! More than that: a weaker form of

it was untrue! We were redundant!

It transpired that Brian had just been on the 'phone to
the extern examiner, who was making his rounds of the National
University of Ireland Colleges; he was due in Cork in two days

time, on Sunday, June 17, 1384, and rang to confirm his arrival

time. Brian had no details, other than that X had cracked
it. We would have to await the visit of the extern to learn
more.

While trying to digest this piece of startling news, I
recalled the story of how Briggs was supposed to have reacted
when he congratulated Napier on his discovery of logarithms -
it is said that he remained speechless in Napier's presence
for fifteen minutes - and wondered how much time I should

stand open-mouthed at X when I next met him!

fhe extern duly arrived. No: he had no further infor-
mation; but he had no reason to doubt his informant, who had
heard it from an impeccable source, and, anyway, X was a rep-

utable mathematician.

During the course of a very heavy work-load of examining,
the extern received a 'phone call urging him to adopt a less
optimistic stand about X's success; there was some doubt about
X being able to realise his hope. We should continue working

at it! The prize could still be ours'.

A little later in the month, we heard that X had aband-
oned all hope of patching up his proof.

_ 38 -

Things returned to normal.

ACT 2

On July 15, I went to Lancaster University for the NATO-

LmS Advanced Study

Theory. Shortly after arriving,

conjecture was true,

and profound scepticism.

Institute on Operators and Function

I heard that the Bieberbach

news I greeted with considerable surprise

I was even more sceptical, when I

heard who was credited this time with the proof: Louls de

Branges, of all people.

But,

I said, echoing a comment made

by others, his reputation is not untarnished: didn't he claim,

with a fanfare of trumpets,

to have proved the invariant sub-

space problem many years ago?

My informant's source was unlikely as well. It was the

Russians, Peller and Nikolskii,

from the Steklov Institute in

Leningrad, who were amongst the distinguished gathering, who
brought the news. I was intrigued! My natural curiosity
was aroused! Why should the news emerge from the U.S5.5.R.?

Was it some ingenious plot conjured up by the K.C.B. to dis-

credit American mathematicians?

If the claim were true,

surely the latter would have been the first to know and the

it? Wouldn't they love to bask in the ref-

first to announce

lected glory of such an achievement?

I consulted my function theory friends. Yes, they had

heard the rumour -

for that's all it was as far as we kneuw

at that stage - but knew as little as I did. The rumour

travelled like wil

dfire.

People speculated as to whether or

not it was true; and wondered about the embarrassment it might

cause in America, if it were true. Some of the participants
had heard it at another conference. Others had heard de
Branges himself deliver a lecture in the Netherlands. Sur-

prisingly enough,
univalent function

at the conference,

neither the few experts in the field of

s, nor the other function theorists present

however,

were aware of the news; they too
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were hearing it for the first time.

Bit by bit the story was unfolded: before departing for
a visit to Europe, de Branges had circulated a version of his
proof to a handful of his colleagues who were specialists
in the field of univalent functions; they were, apparently,
still examining the proof, which, by all accounts, involved
operator theoretic methods. Everybody seemed to think that
that fact plus de Branges' reputation for false claims in the
past, explained their silence on the matter. Shortly after-
wards, de Branges visited the Steklov Institute and presented
an account of his work in a series of talks. Members at the
Institute were sufficiently impressed by the work that a group
of them, including some very eminent function theorists, got
together with de Branges and proceeded to remove all reference
to operator theory methods and fashioned a proof along trad-
itional lines. The result was a proof of the conjecture that
could be outlined in a 13-page typescript.

of this, in Russian only, and was prepared to make it available

Peller had a copy

for circulation to anybody who was interested, and to give a
talk on de Branges' proof, if time could be made available in
what was a very crowded programme; and there was some doubt

about this.

Representations were made to the organisers of the Conf-
erence, and it was decided that Peller should give the talk

at 6 p.m. on Friday, July 20; the talk would be followed by
the banquet.

ACT 3

Excitement was at fever pitch when the moment arrived for
Peller to begin. The lecture theatre was packed for the his-
toric occasion; participants from other conferences being run
at Lancaster were also present; some non-mathematicians were
even there. The majority present uwere non-experts. It was

disappointing that so few experts in the field of univalent
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functions were there, although several Brifish mathematicians
had been informed of the happenings during the week. I feel
most people came out of curiosity; everybody had heard about
the Biberbach conjecture, even if they couldn't formulate it
exactly and didn't appreciate its importance and relevance;
some came to discover "the mistake", and leave early to dress
for the banquet. I suspect that most of these remained to
the end and were late for the banquet! I was one of them!
Peller gave a short history of the problem and recalled
a few familiar inegualities. (50 far, so good, I thought.)
Next, he introduced a system of first order linear different-
ial equations, and asked us to accept certain properties
(No problem!)

possessed by the solution. He then appealed

to the Loewner theory of univalent functions. (Curse it,
I'm not familiar with this, I thought, but what he is wusing
can be verified. I1'1l hang in there.) This was followed
by some very crafty manipulations, in which the role of the
system of differential equations became apparent. (Several
people left at that stage.)
his task. Eventually, it emerged that everything hinged on
the solution of this system having a certain property.
Peller proceeded to discuss the solution. (More people left
to prepare for the banquet, others because they had tired
minds and simply could not absorb any more. I was fast bec-
oming one of them! But I was determined to see it through.)
To clinch the result, Peller introduced the final surprise:
the property that he wanted the solution to satisfy fell out
from a result of Askey and Gasper on hypergeometric polynom-
ials!! Who would have believed it! I was drained. Peller
had spoken dispassionatedly for one and a half hours, taking
great care to present all the important points in the proof:
I rushed away exhilarated, to change for the banquet. What

an occasion to be present at!

In the days that followed, Peller's talk was discussed,

and there was general agreement that the proof was correct,

Undaunted, Peller proceeded with




though most people were unsure about the details, expecially
the role of the hypergeometric polynomials, which took us all
by surprise. As one editor of a respected journal said to

me afterwards, if he had received the Askey-GCasper paper for

his journal, he would have rejected it out of hand.

(There is a lesson there for all of us: we should never
dismiss too lightly what may appear to us to be uninteresting
and therefore insignificant, simply because it is out of fash-

ion.)

ACT 4

in September, I attended a one-day Conference in Liver-
pool, and I -heard Hayman give a slightly different version
of De Branges' proof, in which he took into account some simp-

lifications due to Fitzgerald and Pommerenke.

There could no longer be any doubt: the Bieberbach conj-

ecture had fallen at the hands of Louis de Branges!

We salute him!:

EPTILOGUE

What follows is an account of de Branges' proof, based
on Peller's talk and Hayman's; I have not seen de Branges'
original accounts, but I was privileged to see the 13-page
Russian typescript, on which peller based his lecture, and
the informal communication circulated by Fitzgerald and Pomm-
erenke during the late summer. While preparing this, Donal
Hurley drew my attention to Fitzgerald's own article in the
A.M.S. Notices. Readers desiring more information on the
history and solution of the problem are advised to consult
this, which contains an up-to-the-minute account of the prog-
ress that has been made in the past feu months, as well as

an extensive bibliography.

S will stand for the class of univalent functions f on
the open unit disc D, i.e. fe § iff f is one-to-one and anal-

ytic on D with Taylor series

_ noo-
F(z) = za (£)2" = 2+ Ta(n):" (ze o)
n=2
In 1916 Bieberbach conjectured - on the basis of very slim
evidence - that
(B) A, = sup{lan(F)|:F €S} = n, no=2,3, ...,

with equality only if f is of the form f(z) = K(Az) for some
A, with [A] = 1, where

K(z) = z/(1 - z)% = z + ? nz"
n=2

is Koebe's function. This was proved by him for n = 2.

Over the years, evidence in support of this conjecture
was provided. It was shown to be true for various subclasses
of §, for all n; and verified for small values of n for the
full class. Also, stronger conjectures were advanced. Thus,
in 1936, Robertson put forward the conjecture that if g is an

odd univalent function, then

A

n
(R) kz1lak<9>!2 s [(n+1)/2), n=1,2,

This is stronger than (B), because if f& S, the function
g defined by g(z) = V/f(z?), (ze D) belongs to S and is odd,
and the coefficients of g and f are related through the convol-

utions
2n
a (f =
") k;ak(g)a?n-k(g)’ n= 1,2,

An easy application of Schuwarz's inequality now shows
that (R) forces (B).




In 1955 Hayman proved that the limit

Lim |an(f)l

norw n

exists and is = 1, for every f & S. Shortly after, he showed
that An/n converges to a number 2z 1; and conjectured that the
limilt was actually equal to 1, expressing the view that this

might be easier to prove than (B). (It was this conjecture

that X was rumoured to have disproued.)

In the late sixties, Lebedev and Milin derived a power-
ful inequality for the class §, involving the coefficients

of another auxiliary function, viz.,

log{f(z)/z] = 2 ? Yk(f)zk (ze€ D)
k=1

and those of g:

2n n
P e (a)]? s nexpl [ 01 - k/n) (k] y ()] = 1/KK)), no= 1,2,
k=1 k=1
This brings us to Milin's conjecture, which is that
n n
(m) §o(n - k]l (F)1% = ] (h - K)/k, n =1,2,...
k=1 k=1

Clearly, it follows from the previous inequality that

(M) = (R) = (B).
lish the validity of (M).

de Branges' remarkable feat was to estab-

The strategy adopted by be Branges was to prove the ineqg-
uality for a dense set of functions in S - dense in the sense
of uniform convergence on compact subsets of D. Fitzgerald
and Pommerenke simplified this part of the proof considerably.
Both approaches make use of the theory introduced by Loeuwner
in 1923, establishing the existence of an especially useful
dense set, which Loewner himself used to prove that
5up[|aj(f)|:?€ s} = 3.
Know that there is a dense subset 7 in S, such that if fe T,

For our purposes, it is enough to

o4y -

then there is a continuous function A:[0,») 5 3D, such that
the solution f(z,t) of the partial differential equation
1+ Mt)z

3
— f{z,t =
3t (z ) PR A(t)zz

I @

flz,t) (ze D, 0 £t < =)

A

@
~N

has the properties that f(z,0) = f(z) and e'tf(z,t) € §, far
all t € [0,=).

Given this, let f€ T and A:[0,w) + 3D; and let f(z,t)

be the corresponding function. Then, for any t 2z 0,

k

-t
logle "f(z,t)/z) = ZEYk(f,t)zk = 2nyz s

say . Using the differential equation, it is easy to derive

the identity

®© . n «© o«

1+ 25 Y2 = [1 +2 % PUPALE N ) nynzn] (z e D),
n=1 n=1 n=1

where the dot denotes differentiation with respect to t and

the variable t has been suppressed throughout.

Writing
n

b, = b (£) = Z1vyv(t)(x(t))‘“, ko= 1,2,
V=

and equating coefficients in the above identity, we see that

ky, = A(b, - b (

K ko1)ooand vy = A

Now fix n and consider

n
fb(t) = (k (t) z = H
L Iy, ()] j/k>1k(t>

where T -y T, are the solutions of the system of

10 T2
differential equations




be sufficient to show that ¢ is increasing on
o(t) ~ 0 as t » =.

can be detected from the Tk.

= -. —. 1 ,k:1,2,...,ﬂ
T ™ Tt - T, /K Tk+1/(k+ ) ,

T =g, and T,(0) = n + 1 - k, k= 1,2,...50.
n+1 3

To achieve this, it will
[0,») and that

<

We want to show that o(0) s O.

We proceed to show that these properties

Indeed, a fairly straightfor-

ward computation shows that

o = ft llp, - bk_112 S 1)/k o+ ZZTKRe[kjk§k]
- z%k[lok b, 417 - 11/k + 2E[fp |* + Reb, 1(1,-Ty q)
= -Z%klbk + bk+1 + 1]Z/k,
z 0,
if T =0, for k = 1,2,...,50 (The range of summation is from

K

k=1 to k=n.)

And this 1is
the

The remarkable fact is that this is true!

results of Askey and Gasper enter the picture:

where tﬁe L

1. can be expressed 3s non-positive polynamials 1in e
; i T (t
Thus ¢ is increasing on {0,°). It is easy to see that k( )
Also, the Yk(f,t) can be

5+ (0 as t + ®, for k = 1,25 600sne
Hence ¢(0) slim &(t)

shown Lo be bounded with respect to t.
- 0, and de Branges' proof of the Bieberbach conjecture 1S
- 3

complete.

REFERENCES

1. ASKEY, R. and GASPER, G.
nppsitive Jacobi Polynomial Sums 11", Amer. J.

gg (1976) 7090737.

Math.,

2. B1EBERBACH, L.

‘Uber die Koeffizienten der jenigen Potentzreihen, welche

_ 46 -

eine schlichte Abbildung des Einheitskreises vermitteln',

5.-B. Preuss, AKAD WISS (1916) 940-955.

3. DE BRANGES, L.

"A Proof of the Bieberbach Conjecture", to appear.

4,  mmmmmmm————-- ,

'Square Summable Power Series', 2nd ed., to appear.

5. ROBERTSON, M.S.
"A Remark on the Odd Schlicht Functions'", Bull. Amer.
Math. Soc. (1936) 366-370.

6. HAYMAN, W.K.
"The Asymptotic Behaviour of p-Valent Functions'", Proc.

London Math. Soc. 5 (3) (1955) 257-284,

7. MILIN, TI.M.
"Univalent Functions and Orthonormal Systems", English

Translation, Amer. Math. Soc., Providence, R.I. (1977).

8. FITZGERALD, C.H. and POMMERENKE, Ch.
"The De Branges Theorem on Univalent Functions'", Trans.

Amer. Math. Soc., to appear.

g. FITZGERALD, C.H.
"The Bieberbach Conjecture: Retrospective", Amer. Math.
Soc. Notices, Issue No. 238, Vol. 32 (14985) 2-6.

10. POMMERENKE, Ch.
"U'nivalent Functions', Vandenhoeck and Ruprecht, Gottin-

gen, 1975,

Depzatment of

MNathematics,
Univeasity Colfege,

Conk.




CAPACITIES, ANALYTIC AND OTHER

Anthony G¢. 0’ Furnctl

(1.1) Let £ be a compact subset of C. If f is analytic on

§2 _ £, then it has the Laurent expansion
_ a az
fo= ag+ o+ 75+

near «, where 52 is the Riemann sphere. The (Ahlfors) anal-

ytic capacity of £ 1s the non-negative number
y(€) = sup |a,(F)]

where f runs over all functions, analytic on 52 - E,yénd

bounded by 1 in modulus. A compact set E has y(E) = 0 if

and only if € is removable for all bounded analytic functions,
i.e. if and only if given U open and f:U0 ~ E » L, analytic
and bounded, there exists an analytic continuation of f to U.

For open sets U, y(u) is defined as
sup |[y(E):E£ € U, E compact].

For arbitrary sets A C [, the outer analytic capacity v¥(a)
is defined as

inf {y(u):A €U, U openl.

(Readers interested in more details should consult [H] for

references.)

(1.2) Analytic capacity plays a key role in the theory of
amounts to the same
Let O(E)

For X com-

uniform rational approximation (or, what
thing, holomorphic approximation) in one variable.
denote the set of functions, holomorphic near E.

pact in C, let R(X) denote the set of uniform limits on X of

elements of 0O(X).
At condition that all functions continuous on X belong

Vitushkin showed that a necessary and
sufficie
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to R(X) is that
y(U ~ X) = y(U)

for all open sets U (or, equivalently, for all open discs U).
The capacity y, in combination with another, the continuous
analytic capacity o, provides a similar resolution (also due

to Vitushkin) of the problem of which X have
R(X) = (f: f is continuaus nn X and analytic on int X} .

See [6] for other uses of y in connection with R(X).

(1.3) There are two important open guestions about y. The
first is to give a reasonable "real-variable" characterisation
of the y-null sets. For instance, Vitushkin has conjectured
that y(E) = 0 if and only if almost all projections of £ on
lines have outer length zero. Thanks to some work of Havin-
son, Calderon and others, we know this is true for og-rectif-
iable sets, and for those totally unrectifiable sets known

to be y-null [mM]. This problem is particularly irritating
because the bounded analytic functions are practically the
only "reasonable" class of analytic functions for which the
null sets lack a real-variable description.

see [C].

for instance,
The only significant exception are the Smirnov E
classes, but they do not count, because, when defined, theyD

have the same null sets as Yy [H].

The second problem is whether y is quasi-subadditive,

i.e. whether there exists a universal constant k > 0 such
that

Y(Ey U E,) < kly(E,) + y(Ep))

whenever E; and &, are compact in C. There is a sizeable
logjam in uniform holomorphic approximation theory because
of this problem. For example, if £ is compact, with y(E) =

and f:52 i i i
f:5° 5+ € is continuous, do there exist functions f ;52 .
n
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tending uniformly to f on S22, holomorphic wherever f is and

on a neighbourhood of E7? If vy is quasi-subadditiue, the

answer is yes. If Yy were subadditive, one could define a
(the "analytic-fine topology") on €, finer

that ought to be especially help-

special topology
than the Euclidean topology,
ful for studying R(X). This topology might provide the real

answer to E. Borel's dream of the perfect notion of analytic

function.

(1.4) The most penetrating work on the subadditivity problem

is in [D]. Davie showed that quasi-subadditivity would

follow from the statement:
y¥(E U F) = y(E) + <(E)y(F)

wherever £ is compact and F is open, where «(E) > 0 is indep-

endent of F. We know that

y(E u F) s y(E) + <(E)Y(F)
wherever E and F are compact. It may not seem like much of
a gap, bul there it is.

in what follows, we shall present another formula for

y(E), and use it to cast a little light on the subadditivity

problem. [t will become clear that subadditivity is Jjust

another version of the only "“"real" problem in analysis, which

is how to handle

(2.1) Dolzenko generalised the concept of analytic capacity.
Suppose B is a Banach space of functions on €, such that 2 <8,
) < B*, and the inclusions are continuous. Here 0 = H(C,C)

denctes the space of test functions. We assume that, if B

has a predual By, then 2 < By, continuously. Also, we assume

fe B =T e B. The analytic B-capacity of a compact EC [ is

_ 80 - :

Yg(E) = sup [a:i(F)]

where f runs over all functions in the unit ball of B that

are analytic on S2% - E.

Examples are B = LD (with respect to area measure L?)
¢ (for continuous and bounded), Lipo, lipa, BMO, VMO Ek (

bounded continuous derivatives up to order k), some weighted

Lp spaces, Sobolev spaces, etc.

(2.2) The number a,(f) equals

whenever I' is a rectifiable contour around £, in the usual

sense. A more entertaining formula is
1 ay -
o (f) = Llf W o1 o OF
where ¢ € D is any test function with ¥ = 1 on a neighbourhood
of E. This follows from Green's formula. It suggests the

nat i
atural way to generalise YB from the Cauchy-Riemann operator

to other differential operators.

Let £ be a compact subset of Pd, let B be a Banach space
of functions an €, and let f(md, L) be the Schwartz space of
C® functions from RS to C. Let L : ((Hd, E)*’{(Wd,m) EP a
linear differential operator with C% coefficients. Choo;e

d .
ve MR, €C) withy = 1 on a neighbourhood of E, and define

L
YB(E) = sup | F(x)L*w(x)de(X)ly

where f runs over all elements of the unit ball of B which
satisf = d i
> isfy Lf 0 on R- - E, in the (weak) sense of distributions.
e value of the integral does not depend on the choice of y
L

fo i
T such f. This concept embraces those capacities used by
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Hedberg, Polking, Bagby, and others [HE] in connection with

various approximation problems. The classical Newtonian

capacity is YL , where A is the Laplacian.
0

(2.3) The technique of fhe dual extremal problem is based
on the following fact, which may be proved by using the Hahn-
Banach theorem.

Let By be a subspace of a Banach svace B,

Duality Lemma.
and let A€ g*.

1} = dist(A,Bé).

un

(1) Then sup [[AF|:f € Bos Pellg

(2) [f B has a predual By, if Bg is B#) for some sub-

space B1C: By and if A€ By, then

sup (|afl:f e By, [lflly s 1) = gist (A, 8,).

This lemma allows us to turn to an extremal problem in one

Banach space into a corresponding problem in the dual, or

in the pre-dual (if there is a pre-dual).
od use in the paét, but still has plenty

This technigue

has been put to go
of energy left. Qur present purpose is to apply it to get

formulae for the kind of capacities described above, SO as

to cast some light on the subadditivity problem.
(2.4) Applying part (1) of the Duality Lemma gives the formula

L : X
yo(e)y = inflft ¢ - S
; gl g,
where § runs OVET all elements of B* such that

fe B
= S5f = 0.

Lf = 0 off E

1f B has a predual By

gives the nicer formula

(and D =By is continuous), part(2)

L . »
YB(E) = inf L% - L*o]|
] Bx
where ¢ runs over all test functions supported on md ~ E
Recalling that W is any given test function with ¥ = 1 near E
we conclude that B
vg(E) = inf (]]L*
8 = in [t ¢|]B*1 de pH, & = 1 near E}.

(2.5) Applying this formula to classical analytic capacity
we get .

.1 3¢
y(£) = 5 inf (||§§||L1: bed, & = 1 near E).

(2.6) Applying it to the analytic capacity associated to

_ " . .
B Lp (the "analytic p-capacity” of Sinanjan), we get

1. ¢
E = = — . 7
YLD( ) - inf (’IBT!ILQ‘ b€ pH, ¢ = 1 near E}
for 1 < p < =, where g is the conjugate index to p. This

B has the property that B is mapped continuously to itself
by the Beurling transform:

(Ti)(z) = L) o0

| (22)? de?(g),
where the integral is interpreted as a limit in B norm of
principal value integrals of smooth approximation to f
Th i i ' , ‘
' e theory of the continuity properties of this and similar
integral operators is known as the Calderon-Zygmund theory

[A,S]. The operator T has the property that

T3¢ . 3¢

9z 3z

£ ’ i '
or all ¢e @, so that if T maps B - B continuously, we deduce

th i
at vg is comparable to the real-variable capacity

- 30 3
in (I’BXIIB* + !]5%[|B : ve D, ¢ = 1 near E}.
%




Apart from LD (1 < p < ), the spaceslLipa and BMO are Beurling-
inpvariant dual spaces, SO this argument also applies to their

analytic capacities. In all three cases, this real-variable

formula gives a proof of quasi—subadditiuity. for instance,

for BMO we get

YBMD(E) - inf (]} |V¢|I|L1 : ¢eb, ¢ =1 near £},

ig within constant multiplicative bounds of".

where ~ means
strict to real-valued ¢, and we

1t makes no difference to re
get

YBMU(E) ~ inf [||¢|lm1,1= be V, ¢ = 1 near E}
1,1

= inf [{lhl|m1,1:h e v h = 1 near £}

= inf (|[Infln,1:he W', bz 1 near £);

which is obviously subadditive. Here m1’1 denotes the
functions with L1 distributional deriv-

Sobolev space of L,

atives. see [V].

(2.7) This method extends to other hypoelliptic operators.

Suppose L* has an inverse P ) + & such that PLd = 0 whenever
be 0. For instance, the Cauchy transform does this for
53 and, more generally, convolution with a fundamental sol-

utian does it for elliptic constant-coefficient L.

Suppose L has order m. Denoting the partial derivative

assaociated to the multi-index j by Dj’ we may ask about the

continuity properties with respect to B of the operator DjP,

for | ] = m. If all these map By continuously into By, then
YE(E) is comparable to the real-variable capacity
inf { 'X ||Dj¢}|8*: oe s ¢ = 1 near EJ.
[ jl=m
s for constant-coefficient elliptic operators, with

This work

B = Lp (1 < p < w), Lipa, M0, Lip(k+a), some Sobolev spaces,

etc. The assoclated Y; are then subadditive.

- 54 -
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(2.9) If L has real-valued coefficients, then YL is a real
. . . . b i
variable capacity even if B is not Beurling invariant Fo
. T

instance,

4 .
YLm<E) = inf [[|A¢"L1: be D, & = 1 near E}
inf {IIA¢|]L1: be D, ¢ = 1 near E, ¢ real)
inf [f|A¢||L : o€ D, ¢ 2 1 near E, ¢ real)
1 ’ '

This is pretty clearly subadditive.

(2.10) The upshot is that among the usual crop of elliptic
operators L and dual spaces B, the case L = 3 and B L i

] - = is
practically the only one we cannot handle with ease :nd

we cannot handle it at all.
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RAZMYSLOV AND SOLVABILITY

S.J. 7olin

The exponential growth in the number of active mathemat -
icians in the present era is sometimes illustrated by the
remark that there are as many mathematicians alive today as
have lived - and died - since classical times. A less pict-
uresque but more interesting indicator of mathematical activity
is the rapidity with which well known conjectures and problems,
sometimes of long standing, are being resolved. A recentk
article in the Newsletter (No. 11) by David Lewis on the
Merkuryev-Suslin Theorem illustrates this point, and the pres-
ent article (also expository, also concermed with Russian work)

provides another example.

INTRODUCTION

Many readers will be familiar with, or at least aware of,
the Burnside Problem in group theory, namely: must a group be
finite if it is finitely generated and has exponent k?

Having exponent k means that the group elements all satisfy
the lauw xk = 1 and some element has period precisely k. The
problem was stated in 1902 [1]}, and answered negatively in
1968; an outline of developments and a bibliography, may be
found in [4] and [3]. The story is by no means complete,

and many praoblems remain open concerning these qroups, but

one problem concerning solvability has been settled completely

by the work of Ju. P. Razmyslov in Moscouw.

Let Bk denote the Burnside Variety of all groups satis-
fying the law xk = 1; let Bk,n represent the free group of
rank n in Bk (then the n-generator groups of exponent k are
just the quotient-groups of Bk,n)' It has been knouwn for
many years (> 25) that:




B n is finite and abelian
B is finite and metabelian

B is finite and

splvable, of derived length 3

B is finite.
4,n
finite 2-groups and therefore 1is solvable -

0f course BQ n is a
What Razmyslov [3] calls

but what is its derived length?
the Problem of Hall and Higman, under attack since the 1950s,

s the derived 1ength of Bq a independent
s

could be put thus: 1

of n?

1f this were SO0, then BA would join the varieties BZ’ 83

and B6 in being known to be wgplvable" in the sense that all
s are solvable, with bounded

groups in these three varietie

derived lengths.

A great deal of work ofn Bq n culminated in the proof by
b

is not solvable - and this, due to previous

Razmyslov that BA
determined the precise nilpotency

work of Gupta and Newman,

class of BA n which in turn enabled Vaughan-Lee to decide the
y

precise derived length of BA .
, N

There is, however, much more: gachmuth and Mochizuki a

1ittle earlier had shoun that 85 is not solvable, put Razmy-

slov has constructed non-solvable groups of exponent p for

mes p > 3 and also of exponent 9.
t which we might call:

all pri A consequence of

all this is the following resul

Theorem: The Burnside Variety Bk is solvable only

Razmxslou's
when k = 2, 3 or 6.

atisfyingly complete resu
d and has appeared in

f the details

This is a8 S

unexpected. The work has peen announce

g thepastdecade; some O

Russian sources durin
ed in an English translation by J.

have only recently appear
wiegold [31. As an introduction to the ideas involved we

_ 58 -

—

1t, although certainly

w explal ere a relatiuely easy way 0O . Y )
1 ) . produc1 g groups
f onen p w ch are non-solvable whe p > 2
o exp . . 1s 18
g]\jE 1 ‘3] as a concesslo to the readers really, to enc-
3 e t S
o ag e to persevere wit the ar ore co D].EX details o

exponent 4.

' The justification for presenting here what could be

in [3] is that hopefully our account is less Delphic in iead
than the original - and may perhaps achieve the aim o; t:’YIE
original if it encourages study of the entire paper F .
thermore, the use of Lie-ring-theoretic methods hés.proviz-

F? be a most important tool in certain problems of combjé t
ial group theory; the construction given here is a nicp>(?for—

hot very deep) illustration of its power

FIRST STAGE - A GROUP OF EXPONENT pk

. Let A, be an associative algebrs with identity 1, over

a field K and let A, be generated by an infinite set ’F

commuting elements Xys X Xgy o eeen s This mea;s t? b

element of A5 has the form in¢. where the sum i i ?at :
2 i is finite,

k. € i
i K and ¢i is a product of generators x..
J

In A, we introduce the relations

X. W X, =
1 1 0

or ev " t s

f ery word w i AD’ ote that w ay be the e Dly JOTC
e C 0 2

W onsider the QUDtlEHt algebra A say, and we will ¢ t ue
0 use e g

t t sy bols x, or the images 1 A o the Qrigl al

generators x
5 X, of Ag.

Now (1 + i
xi)(1 - xi) = 1 in A so the elements

9; = (O -1
*oxg)and g = (1 - xg),

A
[

generate a group G embedded in A.




We notice now that if c(y1, Yo v yk) is any group

commutator in elements Yoo Ypr s Vi we have

clagys «--» gk) = 1+ c*(x1, oo e xk)

where c*(x1, Xos +nes xk) is the corresponding Lie commutator

in A.
For example, if c( )y = 9'19‘1 g, then
pies 910 92 1 92 919
* - -
c (x1, x2) = Xy %y X5 Xq e

Notice also that the group G is locally nilpotent: thus for

instance in the subgroup G(n) say generated by 9, Qo oo 9,

if ¢ is any single commutator in the elements 9 which is of

weight n + 1, the carresponding c*¥ will be a homogeneous poly-

IR x and each monomial

term in c® will have a repeated x5 and be 0 because aof the

relations in A; that is ¢ = 1 and soO G(n) has nilpotency class

nomial of weight n + 1 in X X

n. 0f course any finitely generated subgroup of G lies in

G(n) for a suitable n.

1f we now stipulate that K be a field of characteristic

p we have g? - 1 for every i, and an element of G may be

written as a product of positive powers of the generators g,.

These generators all have period p, and indeed G now has

the property that every element must have period a power of

but we wish to do more than that, we want every element

p -
K
law gP = 1: in characteristic p this means

to satisfy the
that (g - 1)Dk = 0. We note that if g € G then
g = (1 + xi1)(1 + xiz) ... O it)

and we begin by considering

g = (1 + x1)(1 + x2) e (1 o+ xt), where t 2z 1.

- B0 -

Let D = [(1 + x1)(1 + x2) oo (1 x B 1]pk

)
and let A
. (?1, Xos eees xt) be the homogeneous component of

maximum weight in the expansion of D; this weight must be t
since t i i \ ’

i erms of higher weight are killed because of repetit
0f course D = 0 when t <.pl< R
W .

e notice that the homogeneous component of weight t - 1

in O must be the sum of t separate components, namely:
A ( x Xy oo
1 %o s Xt_1) + A(x1, Xos weey Xy 5 xt) ..+

A(xz, Xgs e xt)_

Slmlgarly for the homogeneous components of lower weight in D

T . -
hus finally if we let J be the ideal of A generated by

all A(X' Xs 5 ey g or all s ar (s} a 0s e
i i X] ) 2 p sibl
cholc 17 17, ee sy 1 a ar on a‘]n
h es f e ve dea hich must ¢ t

k
(g - 1)P" for all g € G.

Now if we take the quotient algebra A, = A/J the i
of G in. A, is a (1 i : : e
Ay ocally nilpotent and finite) group of exp

onent pk

W t remark e uwa that the approa S0
e 19 by t Yy 8} C a 1s
o 8] 1 a I pers
n \}El, and similar ideas were used i some earlie pa
r

on groups with exponent 4.

HDUJE\!EI’, we will see that 1 the par ticular algebra A
wnl ) 5 -
o} we are going to produce below this last StED 1s u ec
essary; 1 other words J w 1 be (D) already 1 A and so G

will automatically have exponent pk

AN IDENTITY

d e a e W C S a
gress ow to c S r ide 1Ty 1c 1
e 1 n (s} id ntit 1 h h d 1 y

associati
tive algebra 8 of dimension s over a field
characteristic p.

of prime




Consider the symmetric function

y
s se o3 Y ) = 2 ‘/1 y20 to
5.(vqsr Yo t L Y10

i f
< i < t) and o0 runs pver all permutations o]

where yi,e g (1

the set {1, 2, eees t).

S 18 Ultlll ear 1in all aflaUlES so 1 b, 2 s e s 9
v Y: » 1 b,

is a basis for B and

b_ 1
5 § b get
we
y = DEEEE
i jop M
s (yqr Yoo ceYe)
y b. ).
R v a 5, (b , Do s , i
Y a a, . sj MUH 5y .
=L j jog T 23 s 1
§171 327 £
1 Then in any
take t = si{p - 1) + 1.
A e element must occul at least

by ) some basis

3 b3 s e
St(b31’ I TS . ose, for example, that by
i tries bsi,. Supp
p times 1N the en iy e “h
occurs (p + a) times. Then St(bj1' cees by

consisting of (o0 + P)Y identical prod-

cks each
>l B is means that every

= th
ucts: since (o + p)! = 0 mod p

S e that
; ., bs )y =0 and so we S@
Splbsgr - it

S y )y = 0 is an identity in B.
P

= i i = 0, all mz o).
(We remark that St = p implies St+m

i a M of
ish to use this result where B is the algebr . »
e infinite field K of characteristlc

all 2 x 2 matrices over an )

1

1 1 e have S s . Y )
then or t = 4(P ) v t(y'l" yZ t
P

in M.

FINARL STAGE

Let us mow return to the construction of a non-solvable
group. For the algebra AO we choose the free algebra, on
free generators X4 x2, x3, ...y 1n the variety of algebras
generated by the matrix algebra M referred to above. Rg
comes furnished with characteristic p; we construct the guot-
jent algebra A containing the group G as before, A = AD/R
where R is the ideal in Ao generated by all expressions XWX

w being any (possibly empty) word in Ag

Now in the group G (generated by all 9; = T+ ox, Vs d
in A) let (u,v) denote the group commutator u—wv_1uv. Let
6, = (37595), 8, = ((97,9,),(95.9,)), &5 = (6,5 ((ag,a5)(a5,94)))
and so on; then Gk involves 2 generators and lies in the kth
derived subgroup of G. For every k 2 1 there is a correspon-
ding Gi where 6k =1 + 5:; cleaily 62 is a homogeneous polynom-
ial in)x1, sees X4 of degree 2 mheri no term has a repeated
factor x5 There is a greimage of 6k in Ay having*exactly
the same form, call it dk: the Xy which appear in dk are the

free generators of Aj

Since M contains the Lie algebra s2(2,K) which is simple
when p > 2 there is a Lie Commitator Y(a1, .y azk) £ 0 in m,
where y has the same form as dk’ for every k; the mapping
xj - aj (1 <3 s Zk) induces a homomorphism of AD*into M (we
might map all Dthe; xj onto 0) which shouws that dk £ D for any
k. The form of dk noi shows that it does not lie in the ideal
R in Ag so the image §, is not 0 in A. Thus finally § £

in 6 for any k and so G is non-solvable.
Notice here that we need p 2 3: also that we have yet to
show (as we promised) that G has exponent p2 (where we are

now fixing k = 2).

What makes this work is the observation that the express-

lon A(Xq, Xoo aees xt) is a sum of terms Sm(u1, Ugs eee um)
where m = pk and the u; are certain monomials in the elements
-~ B3 -




xj when t 2z P 5

K, yhen t < pk we have A(XW' cees Xy

This is easy to see - an example will suffice - if, for
example, pk - 3 and t = 5 we would have

A(XT’XZ’XS'XQ’xS) = 2 SB(Xixjxk’ s xs)

i<j<k

N

+ L 53(xixj, X Ky xk)

1<)

r<s

ghere (i, Js» Ks T» s) = (1, 2, 3, 4 5}).

n the variety generated by M we have

Now since A above is 1
y = 0 in A whenever t2z 4{p-1) + 1.

the identity St(y1, Lees Yy

2 > 0 if p 2 3. This means

ot p2 - (ap-3) = (p-2)° -1
=0 is satisfied for

that already in A the relation (9—1)92 =

all g in G.

Thus finally we have arrived at a non-solvable group G
of exponent P which is also locally a finite p-group.

FOCAL SCUIR

In consonance with the didactic tendency of this journal,

for the reader: taking 3x3 matrices

exercise
similar to those used above, construct

we end with an
. and applying techniques

a non-solvable group of exponent 8.
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4. INTRODUCTION

FATOU'S THEOREM AND UNIVALENT FUNCTIONS

7.8, Twomey

I 1NQg e behaviourl of unctions a alytic
e ur ,

conce [z'\Z\ < 1) as the unit

ogld and new -

. . tec U =
and univalent 10 the unit dis

. sl o= 1)
circle C = (z:]z] :
ed by these results will also
given at the December 1

Some open questions

. ched.
is approach The note

pe discussed.
i of

e 984 meet1ing

is based on a lecture

1 Symposium.

the DLIAS Mathematica

AR LIMITS _
2 ARGUL on. A function f, anal

. 4 simple definitl B
n with a simp ave an angular (or nan

is said to h
Cif

we begl

ytic (holomorphic) in U, ’

i s}
tangential) 1imit ¢ at a point g

flz) ~ %

cic angle with vertex at g (as

; et :
inside every symm This is easily

1) of opening

as z > L less than w-.

shown in Fig.

FIGURE 1

ing:
hown to be equiualent to the followlng
sho , orew
¢ at ¢ if, for every fixed positiv

f has an angular limit:

f(z) » % as z*C» ZE€ &

where
Q = (ze U:]g - zf = k(1 - |z])

We also write, in the usual notation, H® to denote the class

of functions that are analytic and bounded in U.

The basic result connecting functions in H® and angular

limits is the following well-known theorem of Fatou.

THEOREM 1. (Fatou, 1906)

Let F e H™, Then f has an anqular limit at all points
exp(if) on C except possibly for a set of 8 of measure zero,

that is, angular limits exist almost everywhere on C.

This important result has been generalised in a number
of ways, but our interest here is in the fact that the result
as stated is sharp in at least two senses. In the first
place, given any subset £ of C of (linear) measure zero, there

is a function f in H” for which the radial limit

Lim f{rz)

=+

fails to exist for all ¢ in E [4], and secondly, if ' is any
curve in U that approaches the point 1 tangentially, there is
a function g in H® which does not approach a limit as z app-
roaches any point o0 along etOr [3]. The situation for
functions in H” is thus clear-cut: we cannot, in general red-
uce the size of the exceptional set in Fatou's theorem for
such functions nor can we replace angular limit by tangential
limit in .any uniform sense. To obtain improvements in either
of these two directions, therefore, some extra condition must
be imposed on our functions, and the extra condition we con~

sider here is that of univalence.

o
)

r
B




3. UNIVALENT FUNCTIONS

A function f is said Lo be univalent in U if it is anal-

ytic and one-to-one on U, that is,

f(21> = f(Zz)y z,, 2, € U = 2, = 22

It is almost immediate that the conclusion of Fatou's theorem

univalent functions (and not just for bounded

holds for all
fFor if f is univalent in U, f(u) cannot

univalent functions).
so there 1is a point w in the

pe the entire complex plane,
ple and standard argument

complement of f(u) and then, py a sim

{7, pp. 1n2-3) there 1s 23 complex number b such ‘that

g(z) = [(fF(z) - w)® + bl

is univalent and bounded in U. Then

z € U,

angular limit at a point an C, f has also,

and so, if 9 has an
By a unigqueness theorem of

unless the limit for g 1is zero.
F. and M. Riesz, this can happen 0N C only at
761 . Hence f has a finite angular 1

a set of measure

sero 12, P- imit almost

everyuwhere 0N cC.

nce is a highly restrictive one;

The hypothesis of univale
(especially with the benefit

however, SO it is natural to ask

of hindsight) yhether a stronger T
fatou's theorem can indeed be'strength—

esult than this is true for

univalent functions.

ened for univalent functions and this was first proved DY

Beurling in 1946.

THEOREM 2. (Beurling. [1, p. 561)

IfF f is univalent in U, then f has an angular.limitkat

) on C except possibly for a set of 6 of log-

all points exp(i@
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fails to exist where g, is a point on C which corresponds to

the boundary element ab of G.

c i exc-
for univalent functions, therefore, the size of the

theorem can be reduced. we next turn

i al set in fatou's )
S for uni-

our attention to the improvements which are possible )
imi hic
valent functions with regard to the nature of the limit w

i introduce
exists almost everywhere on C. To this end we NOw

the notion of a tangential limit.

TANGENTIAL LIMITS

{et ¢ be a decreasing continuous function on [0,1] with
®(1) = 0 for which
A - g as r o+ 1. (2)
(r)
Let K > U, 8 € [0,2n] and set
0(6,8,K) = (ze usle’® - 2] = Ko(r))

here r = |z| The region © makes tangential contact with C
W = .

t exp(i®); when ¢(r) = (W—rz)%, for instance, 02(¢9,0,1) is
a H

the disc of radius 3 centred at sexp(if).

Definitieon. For any ¢ satisfying (2), we say that f has a

T - limit ¢ at exp(ie) on C if, for every positive K,

$

f(z) >4 as z - ele, z e (¢,0,K)

s] Cc
We are 10w 1 a ositio to state our next theorem whil

i special case of some recent results of Nagel, Rudin and
is a

Shapiro.

THEDREM 3. ([5]).

-1

For 0 < r < 1, set 1
' ¢(r) = (log Tj;) »
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and let f € D, the Dirichlet space. Then f has a T¢ _
at almost all points on C.

limit

Nagel et al. also show in [S] that, for certain other
kinds Df exceptional sets E - intermediate between sets of
log-capacity zero and measure zero - every f in D has a T. -
limit at all points g e CN\E where, this time, ¢(r) = (1-r)°,

0 < e <1, and € depends only on the size of the exceptional
set E. All these results of course extend immediately to

the full class of univalent functions. In particular, there-
fore, by Theorem 3, each univalent functian has, at almost

all points ¢ on C, a limit within a region that makes tangent-
ial (indeed exponential) contact with C at z. This is in
sharp contrast with the behaviour of functions in H®, desc-

ribed in Section 2.

The results we have discussed so far all relate to the
existence qf certain kinds of restrictedllimits at points on
C and one might ask whether, for a univaient fy there must
always be some point ¢ on C at which f has an unrestricted

limit, that is, at which

lim f(z)
2+
exists as z + ¢ in any way from inside U. Such a point ¢,

however, would correspond to a prime end of f(U) whose imp-
ression [B, p.- 276] consists of a single point and Caratheo-
dory [1, p. 184] has given an example of a bounded simply
connected domain G which has no such prime ends. Then, by
the Riemann mapping theorem again, there is a univalent func-
tion f with f(U) = G and this function cannot have an unres-
tricted limit at any point on C. There is an interesting
subclass of univalent functions, however, the members of which

always have unrestricted limits at some points on C.




5. STARLIKE UNIVALENT FUNCTIONS

A univalent function f, with f(0) = 0, is said to be
starlike if the image domain f(U) is starshaped with respect
to 0, that is, f(U) contains the line segment [D,m] whenever
it contains w. We give.two examples of starshaped regions
in Fig. 3; note that the region in (b) may have infinitely

many slits.

(a) (b)
FIGURE 3

IfF f is starlike and bounded in U, then

lim F(rele) = F(e) (3)
r+1
exists for every 8 in [0,27]. (Indeed it can be shown that
such functions have, for every ¢ in (0,1), a T¢ - limit with

o(r) = (1-t)% at a1l points on C. Details, the reader will
be relieved Lo learn, to appear elsewhere.) By classical
results of Baire on pointwise limits of sequences of contin-
vous functions, it follows from (3) that the set A of points
of discontinuity of ? is a set of the first category. Hence
B = [0,27]\A, Lhe set of points on which Fis continuous, is
a set of the second category and is thus uncountable and every-
where dense in [0,2n]. Next, by the usual Poisson represent-
ation formula,
2m
Flz) = 5= | P(r, 8-t)F(t)at,

where P is the Poisson kernel, and it follows from this, by

a standard result, that if f is continuous at t = 8o,
lim fF(z) = f(80)
%2,
‘as z + ¢, = exp(iB,) in any way from inside U. Noting Fin-

ally that the set of points at which any function is discon-

_t;nuous is of type FO’ we have thus proved one part of our

concluding theorem; the second part is an easy consequence

of (the proof of) {3, Theorem 1].

THEOREM 4.

A subset E of C is the set of points at which some boun-
ded starlike function f does not have unrestricted limits if

and only if E is of type Fy and of first cateqgory.

A bounded starlike function thus has unrestricted limits
at a set of points on C which may have measure zero but is

uncountable and dense on C.

6. SOME OPEN QUESTIONS

A number of guestions arise naturally from the results
discussed above, and we conclude this note with a brief sel-

ection.

(a) Can we reduce the size of the exceptional set in
Theorem 2 or in Theorem 3 for functions in D or for

univalent functions?

In this context we note that the existence of an angular
limit at a point on C does not imply the existence of 2 T¢ -
limit with &(r) = (1-r)° for any € in (0,1) at that point
either for functions in D or for univalent functions. Det-

ails, again, to appear elsewhere.




(b) Is the conclusion of Thecrem 3 sharp, with respect
to the type of tangential limit obtained, for star-
like functions, for univalent functions or for func-
tions in D? Is there a function ¢ (satisfying the
conditions in Section 4) such that there exists a
univalent function f which does not have a Ty - limit

at any point on C?

Answers on a postcard, please.
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BOOK REVIEWS

"FIELD EXTENTIONS AND GALOI!S THEORY"
By Julio R. Bastidu

Published by Addison-Wesley, 1984, £41.40 stg.
ISBN 0-201-13521-3

The author begins with a four-page "Historical Introduct-
ion" followed by fifteen pages devoted to "Prerequisites" and
ten (!) to "Notations". The work proper is divided inlo four
chapters entitled "Preliminaries on Fields and Polynomials",
pp. 1-40; "Algebraic Extensions", pp. 41-91; "Galois Theory",
pp. 92-211 and finally "Transcendental Extensions", pp. 212-

280.

"In this book, Professor Bastida has set forth this

classical theory, of field extensions and their Galois groups,

with meticulous care and clarity. The treatment is self-

contained, at a level accessible ta a sufficiently well-

motivated graduate student, starting with the most elementary
facts about fields and polynomials and proceeding pasinstakingly,
never omitting precise definitions and illustrative examples

and problems. The qualified reader will be able to progress

rapidly, while securing a firm grasp of the fundamental con-

cepts and of the important phenomena that arise in the theory
of fields. Ultimately, the study of this book will provide
an intuitively clear and logically exact familiarity with the
basic facts of a comprehensive area in the theory of fields.
The author has judiciously stopped short (except in exercises)

of developed specialized topics important to the various app-

lications of the theory, but we believe he has realized his

aim of providing the reader with a sound loundation From which

to embark on the study of these more specialized subjects."




The above is an extract from the foreword by Roger
Lyndon, and it hardly seems necessary for me to add to it,

so I shall just make some comments instead.

Professor Bastida has adopted the term "factorial domain"
instead of what I would have considered to be the standard
terminology, namely unique factorisation domain or UFD for
short. At least "UFD" has the merit of describing (precisely)

a property of the domain in question.

The examples given in 3.2.4 - 3.2.8 are well chosen and
interesting and illustrate the following facts: There are
fields which are not prime, but possess a unique automorphism.
There are proper field extensions having trivial Galois group
and hence have a unique intermediate field invariant in the
top field. There exists a field extension whose Galois group
cantains infinitely many subgroups having the same field of

invariants and making up a chain.

In another instance, a classical example due to Dedekind
is used to motivate the introduction of topological notions
in studying infinite Galois theory. This didacticism in the

author's approach to the subject is very commendable.

The book appears in the series "Encyclopedia of Mathem-
atics and its Applications", houwever, the treatment is far
from encyclopaedic. The notes and suggestions for further
reading which follow each chapter indicate it was not the
author's intention to provide such coverage. However, it
does seem to me that the book is hardly likely to supplant
Jacobson's "Lectures in Abstract Algebra™ Vol. III in provid-
ing a comprehensive introduction to the theory of -fields; and

Jacobson provides better value for money!

Let me conclude with the following extract which I found
rather droll:

"It is well knouwn that some beginners in algebra, with
complete disregard for the classical binomial theorem are

quite prepared to accept the validity of the equality:

(o + B

As a consequence, they reach a number of interesting conclus-

ions.," I wonder what Fermat would have had to say to them?

James Wanrd,
Maihemulics Deparntment,
Univensity College,

Galway.




PROBLEM PAGE

[t seems much too soon to give the solutions to my last
pair of problems so, for now, here are two more. The first was
suggested by Finbarr Holland who says that it arises naturally

in the theory of edge functiaons.

1. Consider the 12x12 complex determinant

@ as as @y @g ag @19 ay) a2 a; @, as

10 @31 312 4y az as ay as e ay ag ag

Big byy by, by by by by, bs bg b; by by

Cy Cs Ce Cy Cg Cg Cio Ci1 Cyp ©Cy C2 Csa

Ly Cg Cq Cio Ci1 Ci2 Cy C2 Cs Cy Cs Ceg

Express this determinant as the product of four 3x3 determin-

ants.

The next problem I heard of from Milne Anderson (University

College, London) some years ago.

2. Prove or give a counterexample to the following statement.

o0
Ifa 20, forn=1,2, ..., and 7 a, < » then
: n=1
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1
© (1 - )
log n
La,
n=3
Phil Rippaon,
The Open Univensity,
MNilton Keynes,
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CONFERENCE REPORT

IRISH MECHANICS GROUP CONFERENCE

0On Wednesday, 19th December last, some thirty Applied
Mathematicians and Mechanicians from Ireland, both North and
South, together with some colleagues from England and the N
United States, participated in a one-day Conference held at
the School of Theoretical Physics, Dublin Institute for Advan-
ced Studies. The Conference, organised by the Irish Mechanics
Group in collaboration with the School of Theoretical Dhysics,
had as its theme "Modern Developments in Mechanics", and was
arranged specifically in honour of, and to pay tribute to,
Professor Patrick M. Quinlan, B.E., M.Sc., D.Sc., Ph.D.,
F.T.E.I., M.R.I.A., of the Department of Mathematical Physics,
University College, Cork, on the occasion of his sixty-fifth
birthday.

The very broad range of topics presented by the seven
scheduled speakers at the Conference was, in a way, a tribute
to, and representative of, the breadth and depth of the con-
tribution made by Professor Quinlan to the knowiedge, underst-
anding and useage of Applied Mathematics and Mechanics here in
Ireland, and abroad - not to mention his commitment to and
significant involvement in the political and social life of
this country over a career as an academic and politician span-

ning the last forty or so years.

The papers presented to the Meeting ranged from reports
on work done by A.D. Norris of Exxon Research, U.S.A., on
"Effective Moduli of Composites", through "Numerical Methods
in Fracture" by A.P. Parker of North Staffordshire Polytechnic.
A.B. Tayler from Oxford addressed the Meeting on "Resonance in
a Gear Box" and there then followed a series of papers, all by
former students and colleagues of Professor Quinlan. P.F.
Hodnett of the National Institute for Higher Education, Limer-
ick, presented a paper on "Computer-Aided Design of Air-Journal

Bearings", and J.N. Flavin of University College Galway spoke

- BO -

on "S5t Venant's Principle". M.F. McCarthy, also of Univer-
sity College Galway, was scheduled to speak on some recent
work done by him on "Scattering by Circular Disks", but, due
to family illness, the Meeting was unfortunately deprived of
his presentation. No such Conference to honour Professor
Quinlan would have been complete without at least some refer-
ence to his Edge-Function Method, and this need was admirably
met by a presentation by J.J. Grannell of University College
Cork on "Progress on the Edge-Function Method", to end the

Conference.

Each speaker, in his own unique way, paid tribute to
Professor (Paddy) Quinlan and dedicated his paper to honour
him of this special occasion. The very interesting results
of, and insights into, the recent developments of the speakers'
works, together with the congenial atmosphere and excellent
Conference facilities afforded by the School of Theoretical

Physics, made for a very stimﬁlating and successful Conference.

Later that evening, a celebration dinner in Broc House
to honour Paddy and his wife Jane was attended by the Conf-
erence participants, together with some former students of
Paddy's. After the delightful repast, a further fifteen or
so colleagues from the Universities and Higher Institutes
joined the group to personally honour Paddy. Jim Flavin of
Galway, a former student and close colleague of his, regaled
the gathering with a summary of Paddy's career - often with
Jim's uniquely humourous anecdotes - and in a most suitable
and appropriate manner honoured Paddy on behalf of those pres-
ent as well as the many former students and friends who had
expressed a desire to be associated with the event, but could
not themselves be present. A presentation was then made to
Paddy and Jane of a piece of Beleek china and an inscribed
watercolour print of University College Cork, made in the early
days of what was then Queen's College, Cork, with which Paddy
has had for so long and continues still to have a deep affect-

ionate association and to the life of which he has made such
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a significant and unique contribution.

Michuel J.A.

0 Culluyhun
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CONFERENCE ANNOUNCEMENTS

BRITISH MATHEMATICAL COLLOQUIUM

The 37th British Mathematical Colloguium will be held in
the University of Cambridge on 2nd, 3rd and 4th April 1885.
The principal speakers will be D. Zagier (Bonn), C.L. Feffer-

mann (Princeton), and M. Gromov (Paris).

Speakers from the U.K. include 7.0. Hawkes, E.C. Lance,
M. Rees, A.D. Gardiner, C.R. Leedham-Green, K.J. Falconer,
R.A. Bailey, W. Parry, D.B.A. Epstein, B. Birch, J.M. Hammer-
sley, M. Paterson, R. Brown, J.5. Pym and C. Hooley.

There will be a discussion of Information Technology
presented by C.A.R. Hoare, F.R.S., and a display of Computer-
Aided Teaching of Applied Mathematics.

The registration fee is £12 for those paying their bill
in full by January 31st, 1885; thereafter the fee is £18.
For research students of no more than 3 years standing these
amounts are halved. The cost of accomodation and meals for
the full period is £108.

Application forms and further information are available
from the Colloguium secretary, Dr R.C. Mason, Department of
Pure Mathematics and Mathematical Statistics, 16 Mill Lane,
Cambridge CB2 15B.

REPRESENTATIONS OF ALGEBRAS

There will be a Symposium on Representations of Algebras
at Durham University from 15 July to 25 July 1885. Principal
lecturers will be J.L. Alperin (Chicago), M. Auslander (Brand-
eis), D.J. Benson (Northwestern), P. Gabriel (Zurich), H. Kno-
rrer (Bonn), H. Kraft (Basel), C.M. Ringel (Bielefeld), A.V.

Roiter (Kiev).




The meeting is being organised by S. Brenner, M.C.R.

. . . | .

Butler and P.J. Webb under the auspices of the LMS and the The aim of the Workshop is to bring together workers with
SERC ! interest in this common ground, for lectures and discussions
k and to allow for participants to learn something of material

Further particulars are available from Dr S. Brenner, related to their own major interests.

AM.T.P., The University of Liverpool, P.0. Box 147, Liverpool
L69 3BX The workshop will take place at University College of

North Wales, Bangor, from 21 July to 26 July, 1985. This
date has been chosen because it immediately follows a Category

TEACHING MATHEMATICAL MODELLING Theory Meeting at the Isle of Thorns, Sussex (for further inf- ;

ormation contact C.J. Mulvey) and precedes a Durham Symposium

The Second International Conference of the Teaching of on Homotopy Theory (limited numbers, but if interested contact

Mathematical Modelling will be held at Exeter University from
16 July to 19 July, 1985.

J.D.S. Jones of Warwick University).

s

The concerns of the Workshop are the following areas and

The aim of this conference is to provide a forum to dis- their relationships: Algebraic Homotopy Theory, Homotopy Coh-

cuss how applications can play a vital part in the teaching erence, Algebraic Models of Homotopy Types, Cohomological

of mathematics. Mathematics is used extensively in many div- Methods, Rational Homotopy Theory, Topos and Sheaf Theory.

erse areas, and this has been reflected tc a certain extent in

what mathematics we teach and how we teach it. The Conference Talks at the Workshop will be restricted to those relevant

will bring together those interested in the use of application to the main themes. It is expected that discussions will take

of mathematics in teaching and will be organised under the foll- place on the extensive manuscript of Grothendieck which conc-

owing themes: (a) experience with modelling courses, (b) the erns the area of the Warkshop. S

role of case studies in maths teaching, (c) the impact of ) ' |

micros and (d) methodology. Partial support is expected from the London Mathematical ol

Society. For further information contact: Dr T. Porter,

Further details may be obtained from: Ms S. Williams, j Department of Pure Mathematics, University College of North ‘

: Wales, Bangor, Guynedd LLS7 2UW. b
ion, St Lukes, Exeter. Telephone: 0392-76311 (Ext. 275). | |

Conference Secretary, University of Exeter, School of Educat-

COMBINATORIAL CONFERENCE

HOMOTOPICAL ALGEBRA

The tenth British Combinatorial Conference will be held

There has recently been particular interest among algeb- in the University of Glasgow during the week 22 July to 26

raic topologists in such areas such as abstract homotopy theory, July 1985. The conference is organised jointly by the Math-

algebraic models of homotopy types and coherence questions. ematics department and the British Combinatorial Committee,

These areas are also attracting interest from topos theorists and it receives financial support from the London Mathematical

and category theorists, with a view to application in other Society and the British Council.

areas such as algebraic geometry. ;

, [
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The following lectures have been arranged: G. Andrews

(Combinatorics and Ramanujan's 'Lost' Notebook). J. Beck
(Irreguluritios of point distributions - a theory on the
border of combinatorics, number theory and geometry). H.J.

Beker (Cryptography). G.R. Grimmett (Flows through random
networks). A.J. Hoffman (On greedy algorithms that work).
J.H. van Lint (/0,1%] - distance problems in combinatorics).
C. St. J.A. Nash-Williams (Detachments of graphs and general-
ised Euler trails). P.D. Seymour (Graph minors - a survey).
J.L. Tits (Finite incidence geometries with Coxeter diagrams

of alfline type).

There will be special sessions for contributed talks,

covering all aspects of combinatorics.

Booking forms and further information can be obtained
from the local organiser of the conference: Dr Tan Anderson,
Department of Mathematics, University of Clasgow, Glasgow

G12 80W.

GROUPS

This conference is sponsored by the Edinburgh FMathematical
Society and the London Mathematical Society and will be held
in St Andrews, Scotland, from 27 July to 10 August 1985,
During the week 27 July to 3 August the following speakers
will each give a course of lectures: Professor S. Bachmuth
(California), Professor G. Baumslag (New York), Dr P.M. Neumann
(Oxford), Dr J.E. Roseblade (Cambridge), Professor J. Tits
(Paris). During the week 3-10 August there will be a prog-
ramme of seminars and invited lectures by other conference

participants.

Information and application forms from Or C. M. Campbell
and Dr E.F. Robertson, Mathematical Institute, University of
St Andrews, North Haugh, St Andrews, Fife KY16 9SS, Scotland.

PROTEXT II CONFERENCE

The Second International Conference

on Text Processing Systems

23 - 25 October 1985

and the related event

PROTEXT II

SHORT COURSE

An Introduction to
Text Processing Systems:

Current Problems and Solutions

21 - 22 October 1985

Both events will be held at

BERKELEY COURT HOTEL, DUBLIN, IRELAND

CONFERENCE: 23 - 25 OCTOBER 1985

The conference provides a forum for the discussion of the

‘latest research on computer-aided generalised text processing

systems. It is intended that participation will be evenly
divided between academia and industrty, and an even halance
will be maintained between hardware and software topics.
Several formal.discussions on controversial issues of current
interest will be organised. The Proceedings of the Confer-
ence will be published in boock form within two months of the
conference. An idea of the scope of the conference may be
obtained from the contents of the PROTEXT I Conference Proc-

eedings.

SHORT COURSE: 21 - 22 DCTOBER 1985

This is a carefully coordinated introduction to computer-
alided generalised text processing systems. It is intended

both for the beginner, who has little previous knouwledge of
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the subject, and also for the experienced person who wishes
to broaden his knowledge into new areas. The scope of the
short course will be the same as that of the Conference, but
it will be &t an introductory level. The Lecture Notes will

be published in book form in advance aof the short course.

CALL FOR PAPERS

Abstracts of contributed papers an topics relevant to

the Conference should be submitted to the Organising Committee

by 1st June 1985. Notification of acceptance will be mailed
by 1st July. Abstracts should be at most one R4 -page in
length. For information, contact PROTEXT 11 nganising

Committee, c/o Boole Press Limited, P.0. Box 5, 51 Sandycove

Road, Dun Laoghaire, Co. Dublin.

PSYCHOMETRICS AND CLASSIFICATION

The Fourth European Meeting of the Psychometric Society
and the Classification Societies will be held jointly fram

Tuesday 2nd to Friday Sth July 1985 in Cambridge, England.

Papers on psychometrics and classification are invited

for this meeting. Suitable topics include:

Latent trait models, Factor analysis, Structural models,
Scaling, Measurement theory, Correspondence analysis,
Hierarchical and non-hierarchical classifications,
Taxonomy and cladistics, Pattern recognition, Compar-

Ison ol classifications, Data analysis, etc., etc.

Titles, preferably with abstracts, should be sent together

with a completed form to the address below.

Accommodation and meals will be provided at Queen's
College, and the sessions will take place in University lecture
Lheatres nearby. The conference will assemble during the

afternooﬂ/euening of Tuesday 2nd July, and will close with
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lunch on Friday 5th July.

All correspondence should be sent to:

Dr Tan Nimmo-Smith,

MRC Applied Psychology Unit,
15 Chaucer Road,

Cambridge CB2 2EF,

United Kingdom.

GROUPS IN GALWAY

This conference will take place on 10th and 11th May,
1985 at University College, Galuway. The speakers will include
Dr D. MacHale (University College, Cork), Or T. Murphy (Trin-
ity College, Dublin), Prof. T. Laffey (University College,
Dublin) and Prof. S. Tobin (University College, Galuway).

Those who wish to present short communications are asked
to get in contact with Dr R. Dark (Matﬁematics Department,
University College, Galway) from whom further details are

available.
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AN IRISHMAN'S DIARY

Long, long ago, the fMurdoch parents gazed into the pram
where little Brian lay, his face contorted in concentration.
Ah, they said proudly to one another; ah, and then they made
those revolting gooey noises that adults are wont to make in
the company of small incontinent offspring. And just think,
murmured one Murdoch parent to the other: soon the little
fellow will be walking. Ah, they repeated together, and
little Brian's face wrinkled up even more, so that it resembled
an empty prune skin, Gootchy gootchy goo, cried a parent,
mistaking the look of concentration; 'oo's a naﬁghty ickle boy,

doing number twos in his nappy wappy?

But young Brian was doing no such thing. Young Brian
was thinking about walking. Not the physical feat of walking;
for a child like Brian, that would have been tiresome, trivial
stuff. No no, what interested him were the mathematics invol-
ved in random walks; and so while his parents simpered, his

brow puckered in a frown of deep mathematical contemplation.

'0o's a good ickle boy? Gutchy gutchy goo.

Random Walks

The foregoing might, or might not have happened. There
is no documentary evidence as to when Brian Murdoch became
inferested in the mathematics of random walks. It seems,
though, that when one takes an interest in the mathematics of
random walks, the condition becomes permanent. Because after
he did his BA in maths at Trinity, Brian went off to Princeton

where he did a PhD in random walks.

Random walks, egad, I murmured; dear heaven above. A
PhD on .random walks. Whatever next? PhDs on the colour of
The above appeared first in the Irish Times, January Sth, 1985. We are

grateful to the £ditor of the [rish Times for permission to reprint it here.

_ ag -

footballers' socks, PhDs on nail varnish tints as used by the
teenage natives of Ulan Bator, possibly even the master's on
scout camps in Powerscourt? Full of these speculations, I
rang Brian up. What, 1 said with a testy sneer in my voice,
the kind of testy sneer which would make Henry Kissinmger break
out in a sweat and tremble, what can be mathematical about

walking? I mean, for heaven's sake, and so on.

Sighed Patiently

Brian sighed patiently. When you've given your life ever
since pramhood to the mathematics of random walkings, you get
used to being misunderstood. "It is," he conceded, "very hard
to explain, even to fellow mathematicians, never mind to lay

people."

Poo, I cried, stuff and nonsense; what can be remotely
mathematical about having a ramble in the countryside? Eh?
Got you there, haven't I7? Hey? Go on, admit it. Game set
and match, checkmate, a clean sweep in one. If Brian had
wept at this point, I would not have blamed him. A1l his life
has been like this, ever since his drooling parents uere
gutchy gutchy gooing.

" he said slouwly - I could sense him shaping his

"You see,
words with awful care, as if he were talking to a very old,
very deaf persdn, which I think is generally considered a fair
comparison with me on one of my better days - "what we are
dealing with is a question of probabilities. Now, for exam-
ple, imagine we're talking about a man who's hopelessly drunk'"-
well he could hardly have chosen a better example when talking
to the Diary, drunk every morning by 10 o'clock - "and he
doesn't know what direction he's going in and can't remember
what direction he last stepped in. He can go forwards, back-

wards, left or right; that's where the mathematic¢s of probab-

ilities come in."
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Harmonic Functions

Ah, I ahhed. Ah.
ered my brain,
he

And then assuming daylight hag ent -
when in fact it had shut tight as an anemone,
started telling me about discrete harmonic functions,

I interrupted, hoy, and so stilled the flow.

"Yes, well,

I did warn you there's no simple way of exp-
laining.

And our random walks are not limited to a two-

dimensional plane. They can be in three dimensions, or, if
yOu can grasp this, four dimensions, or Fiye.™" Well, even

mind can grasp that speculations concerning four or
five dimensions are the kind of thin

my simple

g to give you vertigo.
"For example," added Brian cheerfully,

"your drunk on a two-
dimensional

plane is certain to get to'his destination over

an infinite amount of time. But a drunken spaceman, in three
dimensions, is not. And there's no simple way of explaining
that either.,n

If you think that mathematicians engaged in the probab-

ilities of random walks find themselves with no-one to talk
to, you're right; so his fellow random walkers regularly keep

in touch with their random walks theories.

Even at Trinity, where Brian is professor in charge of

the sums department, there are few if any random walkers;

nor are his children.

his
wife is not one, So spare a thought,

900d reader, on this early day of a brang new,

shining 1985,

on the r Theirs is not an easy

lot.

andom walkers of this world.
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