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EDITORIAL

Due to circumstances beyond our control the long-standing arrange-
ment for the printing of the Bulletin came to an end this year, and
as a result the printed edition of Bulletin 80 did not appear un-
til June. We apologise for the delay, and the consequent delay in
publishing this Bulletin 81. In an attempting to make a virtue of
necessity, we made a few design changes, and these appear to have
been well-received by the membership.

We put the current IMS logo on the front cover, but retained
Janine Mathieu’s original logo on the inside title page.

As an incidental side-effect of the printing arrangements, individ-
ual copies Bulletin 80 may be purchased online at www.lulu.com
for €15 plus postage. Search the Lulu site for Irish Mathematical
Society Bulletin.

At the time of writing, it is not decided how the paper edition of
this issue will be printed. If we use commercial printers again, the
cost may be mitigated somewhat by revenue from an advertisement.
(It has long been policy that suitable advertisements may appear in

the Bulletin.)

Members may wish to take note of the revised online format of the
Basic Library List of the MAA, which may be seen at: maa.org/bll.
There is an account by Darren Glass in the February-March 2018
issue of MAA Focus (page 6).

This issue includes the concluding part of the survey on curvature
and topology by Mark Walsh. Part I appeared in Bulletin 80.



ii EDITORIAL

Links for Postgraduate Study

The following are the links provided by Irish Schools for prospec-
tive research students in Mathematics:

DCU: mailto://maths@dcu.ie

DIT: mailto://chris.hills@dit.ie

NUIG: mailto://james.cruickshank@nuigalway.ie

MU: mailto://mathsstatspg@mu.ie

QUB: http://www.qub.ac.uk/puremaths/Funded_PG_2016.html
TCD: http://www.maths.tcd.ie/postgraduate/

UCC: http://www.ucc.ie/en/matsci/postgraduate/

UCD: mailto://nuria.garcia@ucd.ie

UL: mailto://sarah.mitchell@ul.ie

UU: http://www.compeng.ulster.ac.uk/rgs/

The remaining schools with Ph.D. programmes in Mathematics are
invited to send their preferred link to the editor, a url that works.
All links are live, and hence may be accessed by a click, in the
electronic edition of this Bulletin'.

AOF. DEPARTMENT OF MATHEMATICS AND STATISTICS, MAYNOOTH UNI-
VERSITY, CO. KILDARE
E-mail address: ims.bulletin@gmail.com

"http://www.irishmathsoc.org/bulletin/
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Sparsification of Matrices and Compressed Sensing
FINTAN HEGARTY, PADRAIG O CATHAIN AND YUNBIN ZHAO

ABSTRACT. Compressed sensing is a signal processing technique
whereby the limits imposed by the Shannon—Nyquist theorem
can be exceeded provided certain conditions are imposed on the
signal. Such conditions occur in many real-world scenarios, and
compressed sensing has emerging applications in medical imag-
ing, big data, and statistics. Finding practical matrix construc-
tions and computationally efficient recovery algorithms for com-
pressed sensing is an area of intense research interest. Many
probabilistic matrix constructions have been proposed, and it is
now well known that matrices with entries drawn from a suitable
probability distribution are essentially optimal for compressed
sensing.

Potential applications have motivated the search for construc-
tions of sparse compressed sensing matrices (i.e., matrices con-
taining few non-zero entries). Various constructions have been
proposed, and simulations suggest that their performance is com-
parable to that of dense matrices. In this paper, extensive sim-
ulations are presented which suggest that sparsification leads to
a marked improvement in compressed sensing performance for a
large class of matrix constructions and for many different recov-
ery algorithms.

1. INTRODUCTION

Compressed sensing is a new paradigm in signal processing, devel-
oped in a series of ground-breaking publications by Donoho, Candes,
Romberg, Tao and their collaborators over the past ten years or so
[14, 8, 9]. Many real-world signals have the special property of being
sparse — they can be stored much more concisely than a random
signal. Instead of sampling the whole signal and then applying data
compression algorithms, sampling and compression of sparse signals
can be achieved simultaneously. This process requires dramatically

2010 Mathematics Subject Classification. 94A12, 90C05.
Key words and phrases. compressed sensing, optimisation, sparsification.
Received on 0-0-0000; revised 0-0-0000.
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fewer measurements than the number dictated by the Shannon-—
Nyquist Theorem, but requires complex measurements which are
incoherent with respect to the signal. The compressed sensing par-
adigm has generated an explosion of interest over the past few years
within both the mathematical and electrical engineering research
communities.

A particularly significant application has been to Magnetic Reso-
nance Imaging (MRI), for which compressed sensing can speed up
scans by a factor of five [23], either allowing increased resolution from
a given number of samples or allowing real-time imaging at clinically
useful resolutions. A major breakthrough achieved with compressed
sensing has been real-time imaging of the heart [35, 24]. The US
National Institute for Biomedical Imaging and Bioengineering pub-
lished a news report in September 2014 describing compressed sens-
ing as offering a “vast improvement” in paediatric MRI imaging [19].
Emerging applications of compressed sensing in data mining and
computer vision were described by Candeés in a plenary lecture at
the 2014 International Congress of Mathematicians [7].

The central problems in compressed sensing can be framed in
terms of linear algebra. In this model, a signal is a vector v in
some high-dimensional vector space, RYY. The sampling process can
be described as multiplication by a specially chosen n x N matrix @,
called the sensing matrixz. Typically we will have n < N, so that
the problem of recovering v from ®v is massively under-determined.

A vector is k-sparse if it has at most k non-zero entries. The set
of k-sparse vectors in RY plays the role of the set of compressible
signals in a communication system. The problem now is to find
necessary and sufficient conditions so that the inverse problem of
finding v given ® and Pv is efficiently solvable.

If v and v are distinct k-sparse vectors for which ®u = ®v, then
one of them is not recoverable. Clearly, therefore, we require that
the images of all k-sparse vectors under ® are distinct, which is
equivalent to requiring that the null-space of ® does not contain any
2k-sparse vectors. There is no known polynomial time algorithm
to certify this property. We refer to the problem of finding the
sparsest solution Z to the linear system &z = ®x as the sparse
recovery problem. Natarajan has shown that certain instances of

this problem are NP-hard [27].
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Compressed sensing (CS) can be regarded as the study of meth-
ods for solving the sparse recovery problem and its generalizations
(e.g., sparse approximations of non-sparse signals, solutions in the
presence of noise) in a computationally efficient way. Most results
in CS can be characterized either as certifications that the sparse re-
covery problem is solvable for a restricted class of matrices, or as the
development of efficient computational methods for sparse recovery
for some given class of matrices.

One of the most important early developments in CS was a series
of results of Candes, Romberg, Tao and their collaborators. They
established fundamental constraints for sparse recovery: one cannot
hope to recover k-sparse signals of length N in less than O(klog N)
measurements under any circumstances'. (For k = 1, standard re-
sults from complexity theory show that O(log V) measurements are
required.) The main tools used to prove this result are the restricted
isometry parameters (RIP), which measure how the sensing matrix
® distorts the fo-norm of sparse vectors. Specifically, & has the
RIP(k, €) property if, for every k-sparse vector v, the following in-
equalities hold:

(1 =)ol < |Pv]5 < (1+€)|vf5.

Tools from Random Matrix Theory allow precise estimations of the
RIP parameters of certain random matrices. In particular, it can be
shown that the random Gaussian ensemble, which has entries drawn
from a standard normal distribution, is asymptotically optimal for
compressed sensing, i.e., the number of measurements required is
O(klog N). A slightly weaker result is known for the random Fourier
ensemble, a random selection of rows from the discrete Fourier trans-
form matrix [8, 9, 33].

As well as providing examples of asymptotically optimal com-
pressed sensing matrices, Candes et al. provided an efficient recovery
algorithm: they showed that, under modest additional assumptions
on the RIP parameters of a matrix, ¢;-minimization can be used

1Throughout this paper we use some standard notation for asymptotics: for
functions f,g: N — N, we write that f = O(g) if there exists a constant C, not
depending on n, such that f(n) < Cg(n) for all sufficiently large n. Intuitively,
the function g eventually dominates f, up to a constant factor. We say that
f = 0O(g) if there exist two constants ¢, C' such that cg(n) < f(n) < Cg(n) for all
sufficiently large n. Hence, f and ¢ grow at the same rate.
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for signal recovery. Thus efficient signal recovery is possible in large
systems, making applications to real-world problems feasible.

Generation and storage of random matrices are potential obsta-
cles to implementations of CS. It is also difficult to design efficient
signal recovery algorithms capable of exploiting the structure of a
random matrix. For implementation in real-world systems, it is de-
sirable that CS constructions produce matrices that are sparse (pos-
sess relatively few non-zero entries), structured, and deterministically
constructed. Systems with these properties can be stored implicitly,
and efficient recovery algorithms can be designed to take advantage
of their known structure. If ® is n x N with d non-zero entries
per column, then computing ®v takes ©(dN) operations, which is a
significant saving when d < n. In some applications, signals are fre-
quently subject to rank-one updates (i.e., v is replaced by v+ae;), in
which case the image vector can be updated in time O(d), see [38].

Motivated by real-world applications, a number of papers have
explored CS constructions where the Gaussian ensemble is replaced
by a sparse random matrix (e.g., coming from an expander graph or
an LDPC code) [3, 2, 18], or by a matrix obtained from a determin-
istic construction [11, 15, 16]. But to date, constructions meeting all
three criteria have either been asymptotic in nature (i.e., the results
only produce matrices that are too large for practical implemen-
tations), or are known only to exist for a very restricted range of
parameters. This investigation was inspired by work of the second
author on constructions of sparse CS matrices from pairwise bal-
anced designs and complex Hadamard matrices [6, 5]. Some related
work on constructing CS matrices from finite geometry is contained
in [20, 37].

In this paper we take a new approach. Rather than constructing
a sparse matrix and examining its CS properties, we begin with a
matrix which is known to possess good CS properties (with high
probability) and explore the effect of sparsification on this matrix.
That is, we set many of the entries in the original matrix to zero, and
compare the performance of the sparse matrix with the original. Re-
sults of Guo, Baron and Shamai suggest that sparse matrices should
behave similarly to dense matrices in our regime [17]. Surprisingly,
we actually observe an improvement in signal recovery as the spar-
sity increases.
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First we survey some previous work on sparse compressed sensing
matrices. Then in Section 3, we give a formal definition of sparsi-
fication, and describe algorithms used to generate random matrices
and random vectors, as well as the recovery algorithms. In Section 4
we describe the results of extensive simulations. These provide sub-
stantial computational evidence which suggests that sparsification
is a robust phenomenon, providing benefits in both recovery time
and proportion of successful recoveries for a wide range of random
and structured matrices occurring in the CS literature. In particu-
lar, Table 2 shows the benefits of sparsification for a range of matrix
constructions, while Figure 2 illustrates how sparsification improves
performance for a range of CS recovery algorithms. Finally, in Sec-
tion 5 we conclude with some observations and open questions mo-
tivated by our numerical experiments.

2. TRADEOFFS BETWEEN SPARSITY AND COMPRESSED SENSING

A number of authors have investigated ways of replacing random
ensembles with more computationally tractable sensing matrices. As
previously mentioned, foundational results of Candes et al. establish
asymptotically sharp results: to recover signals of length N with k
non-zero entries, n = ©(klog N) measurements are necessary. Work
of Chandar established that when n = ©(klog N), then the columns
of ® must contain at least ©(min{k, N/n}) non-zero entries [10].
In [29], Nelson and Nguyen establish an essentially optimal result
when n = O(klog N) and k < N/log? N. They show that each
column of ® necessarily contains ©(klog V) non-zero entries; i.e.,
the proportion of non-zero entries in ® cannot tend to zero as N
tends to oc.

Observe that some restriction on k as a function of N is necessary:
in the limiting case £ = N, the identity matrix clearly suffices as a
sparse sensing matrix. Furthermore, combinatorial constructions of
sparse matrices are known which have near optimal recovery guar-
antees with a mutual incoherence property? [6]. In such matrices
n = O(k?), and for certain infinite families of matrices (e.g., those

QInformally, the k-RIP property requires that k-sets of columns of ® approx-
imate an orthonormal basis. The incoherence of a matrix is the maximal inner
product of a pair of columns, which is essentially the 2-RIP of ®. In contrast to k-
RIP, efficient constructions of matrices with near-optimal incoherence are known
[6], but they have sub-optimal compressed sensing performance. Using 2-RIP
alone, asymptotically one requires at least k? measurements to recover k-sparse
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coming from projective planes) the number of non-zero entries in
each column is ©(k). Results bounding errors in the ¢; norm (so-
called RIP-1 guarantees) have been obtained using expander graphs.
In particular, Bah and Tanner have shown that essentially optimal
RIP-1 recovery can be achieved when lim,_,., N/n = « for some
fixed «, with a constant number of non-zero entries per column [1].
(See also the discussion of dense versus sparse matrices in Section 3
of this paper.) These bounds are strictly weaker than RIP-2 bounds,
though fast specialised algorithms have been developed for signal re-
covery with such matrices [32].

Since the k-RIP property is difficult to establish in practice, some
authors have relaxed this in various directions. Berinde, Gilbert, In-
dyk, Karloff and Strauss [3] considered random binary matrices with
constant column sum and related these to the incidence matrices of
expander graphs. We reinterpret these matrices as sparsifications of
the all-ones matrix below. Sarvotham, Baron and Baraniuk [2] and
Dimakis, Smarandache and Vontobel [12] have considered the use
of LDPC matrices. In particular, they have provided a strong cor-
respondence between error-correcting performance of LDPC codes
(when considered over Fy) and CS performance of the same binary
matrices (when considered over R). While both groups obtained
essentially optimal CS performance guarantees, their constructions
are limited by the lack of known explicit constructions for expander
graphs and LDPC codes respectively. Moghadam and Radha have
previously considered a two step construction of sparse random ma-
trices, involving construction of a random (0, 1)-matrix followed by
replacing each entry 1 with a sample from some probability distri-
bution, [25, 26].

If one is content with recovery of each sparse vector with high
probability, then much sparser matrices become useful. A strong
result in this direction is due to Gilbert, Li, Porat and Strauss,
who show that there exist matrices with n = O(klog N) rows and
O(log® klog N) non-zero entries per column which recover sparse
vectors with probability 0.75 [16] (see also [34]). Their matrices
also come with efficient encoding, updating and recovery algorithms.
While essentially optimal results are known for sparsity bounds on
Mpractical deterministic construction is known which uses asymptoti-
cally fewer measurements; this obstruction is known as the square-root bottleneck,

and finding more efficient deterministic constructions is a major open problem in
compressed sensing.
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CS matrices with an optimal number of rows, much less is known
when either some redundant rows are allowed in the construction,
or when RIP is replaced with a slightly weaker condition.

Several authors have compared the performance of sparse and
dense CS matrices [17, 36, 13, 21]. Guo, Baron and Shamai have
essentially shown that in certain limiting cases of the sparse recovery
problem, dense and sparse sensing matrices behave in a surprisingly
similar manner. In particular, they consider a variant of the recov-
ery problem: given ® and ®x, what can one say about any single
component of 7 They show that, as the size of the system be-
comes large (in a suitably controlled way), the problem of estimat-
ing x; becomes independent of estimating x;. In fact, the problem
is equivalent to recovering a single measurement of x; contaminated
by additive Gaussian noise. They also apply their philosophy to
sparse matrices, where as the size of the matrix becomes large, es-
timation of all signal components becomes independent, and each
can be recovered independently. We refer the reader to the original
paper for technical details [17]. As a result, under their assumptions,
there should be no essential difference between CS performance in
the sparse and dense cases.

For any compressed sensing matrix ®, denote by §(®) the propor-
tion of non-zero entries in ®. Suppose that the number of columns
of ® is a linear function of the number of rows, i.e., that N = an
for some fixed @ € R. Suppose further that lim, ,., 6(®)n'™¢ =0
for any € > 0, but that lim,_,,, 6(®)n diverges. (Consider §(P) =
logn/n for example.) Under these hypotheses, Guo, Baron and
Shamai claim that sparse and dense matrices exhibit identical CS
performance. In particular, there exist matrices with klogk rows
and ©(log k) non-zero entries per row which recover vectors of spar-
sity O(k).

This appears to be in conflict with Nelson and Nguyen’s result,
which requires at least ©(n loglogn/log n) non-zero entries in such a
matrix. The difference is that Nelson and Nguyen'’s result holds only
when n = O(klog® N), whereas Guo, Baron and Shamai consider
the case n = O(N).

Wang, Wainwright and Ramchandran’s analysis of the number of
measurements required for signal recovery depends on the quantity
(1 —0(®P))k, which can be considered a measure of how much infor-
mation about x is captured in each co-ordinate of ®x. They show
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that if (1—0(®P))k — oo as N — oo (which corresponds to relatively
dense matrices, where, in the limit, each component of the signal is
sampled infinitely often), then sparsification has no effect on recov-
ery, while if (1 —0(®))k remains bounded (so each component of the
signal is sampled only finitely many times in expectation), then what
the authors term “dramatically more measurements” are required.
We refer the reader to the original paper for more details [36].

Our simulations are close in spirit to those considered by Guo,
Baron and Shamai. Our computations are rather surprising as they
suggest a modest improvement in signal recovery as we apply a
sparsifying process to certain families of CS matrices. This improve-
ment seems to persist across different recovery algorithms and differ-
ent matrix constructions, and does not appear to have been noted in
any of the work discussed in this section. (Though Lu, Li, Kpalma
and Ronsin have observed some improvement in CS performance
for sparse binary matrices [22].) We also observed a substantial im-
provement in the running times of the recovery algorithms, which
may be of interest in practical applications.

3. SPARSIFICATION
We begin with a formal definition of sparsification.

Definition 3.1. The matrix ® is a sparsification of ® if &} ; = (IDU
for every non-zero entry of ®. The density of ®, denoted (5 (®), is
the proportion of non-zero entries that it contains, and the relative
density of @ is the ratio §(®’)/6(P). We write Sp(®P, s) for the set
of all sparsifications of ® of relative density s.

In general, we have that Sp(®, 1) = &, and that Sp(®, 0) is the zero
matrix. We also have a transitive property: if ® € Sp(®,s;) and
d” € Sp(P’, s9) then ®” € Sp(P, s152). Two independent sparsifica-
tions will not in general be comparable: there is a partial ordering
on the set of sparsifications of a matrix, but not a total order.

We illustrate our notation. Consider a Bernoulli random variable
which takes value 1 with probability p and value 0 with probability
1 —p and let ® be an n x N matrix with entries drawn from this
distribution; in short, a Bernoulli ensemble with expected value
p. Then the expected density of ® is p. Writing J for the all-ones
matrix, a randomly chosen @ € Sp(J, p) will also have density p, and
can be considered a good approximation of a Bernoulli matrix. If ®”
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is an independent random sparsification (i.e., all non-zero entries of
the matrix have an equal probability of being set to zero) of ® with
relative density p/, then ®” approximates the Bernoulli ensemble
with expected value pp’. So we have both &' € Sp(®’,p’) and ¢’ €
Sp(J,pp'). Later, we will consider successive sparsifications where
we begin with a dense matrix whose entries are drawn from, e.g., a
normal distribution.

Bernoulli ensembles have previously been considered in the com-
pressed sensing literature, see [31] for example, though note that the
matrices here take values in {0, 1}, not {£1}. Such {#1}-matrices
are an affine transformation of ours: M’ = 2M — J; as a result, the
compressed sensing performance of either matrix is essentially the
same.

In this paper, we will mostly be interested in pseudo-random spar-
sifications of an n x N compressed sensing matrix . Specifically, for
s = t/n, we obtain a matrix ® € Sp(®, s) by generating a pseudo-
random {0, 1}-matrix S with sn randomly located ones per column,
and returning the entry-wise product ® = ® x S. We will generally
re-normalize ®" so that every column has unit fo-norm.

Given a matrix @, we test its CS performance by running simu-
lations. Since many different methodologies occur in the literature,
we specify ours here.

Our k-sparse vectors always contain exactly k non-zero entries, in
positions chosen uniformly at random from the (]/X ) possible sup-
ports of this size. The entries, unless otherwise specified, are drawn
from a uniform distribution on the open interval (0,1). The vector
is then scaled to have unit ¢o-norm. Simulations where the non-zero
entries were drawn from the absolute value of a Gaussian distribu-
tion produced similar results. Note that many authors use (0,1)-
or (0,=£1)-vectors for their simulations. Appropriate combinations
of matrices and algorithms often exhibit dramatic improvements of
performance on this restricted set of signals.

We recover signals using /;-minimization. In this paper we will
use the matlab LP-solver and the implementations of Orthogonal
Matching Pursuit (OMP) and Compressive Sampling Matching Pur-
suit (CoSaMP) algorithms which were developed by Needell and
Tropp [28]. Specifically, given a matrix ® and signal vector x, we
compute y = ®x, and solve the ¢;-minimization problem &z = y
for . The objective function is the ¢1-norm of & and it is assumed
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that all variables are non-negative. We consider the recovery suc-
cessful if |z — Z|; < ¢ for some constant ¢. We take ¢ = 1079 in all
the simulations presented in this paper.

We conclude this section with an example illustrating the poten-
tial benefits of sparsification. In Figure 1, we explore the effect of
sparsification on a 200 x 2000 matrix ¢ with entries uniformly dis-
tributed on (0,1). The results for this case were compared with
matrices drawn from Sp(®,0.1) and Sp(®,0.05). For each signal
sparsity between 1 and 60, we generated 500 random vectors as de-
scribed above and recorded the number of successful recoveries using
the matlab LP-solver. To avoid bias we generated a new random
matrix for each trial.

We observe that for signal vector sparsities between 45 and 55,
matrices in Sp(®,0.05) achieve substantially better recovery than
those from Sp(®,1). The code used to generate this simulation
as well as others in this paper is available in full, along with data
from multiple simulations at a webpage dedicated to this project:
http://fintanhegarty.com/compressed sensing.html .

4. RESULTS

Our simulations produce large volumes of data. To highlight the
interesting features of these data-sets, we propose the following mea-
sure for acceptable signal recovery in practice.

Definition 4.1. For a matrix ® and for 0 <t < 1, we define the t-
recovery threshold, denoted Ry, to be the largest value of k for which
® recovers k-sparse signal vectors with probability exceeding ¢.
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We construct an estimate Rt for R; by running simulations. As the
number of simulations that we run increases, ]%t converges to R;. In
practice this convergence is rapid. The definition of R; generalizes
naturally to a space of matrices (say n x N Gaussian ensembles):
it is simply the expected value of R; for a matrix chosen uniformly
at random from the space. To estimate R; with reasonably high
confidence, we proceed as follows: beginning with signals of sparsity
k =1, we attempt 50 recoveries. We increment the value k by 1 and
repeat until we reach the first sparsity ky, where less than 50t signals
are recovered. Beginning at ky—3, we attempt 200 recoveries at each
signal sparsity. When we reach a signal sparsity k1 where less than
200t signals are recovered, we attempt 1000 signal recoveries at each
signal sparsity starting at k; — 3. When we reach a signal sparsity
ko where less than 1000t signals are recovered, we set }A%t = ko — 1.

We typically find that k; = ks, which gives us confidence that
R, = R;. Unless otherwise specified, we use the assumptions out-
lined in Section 3.

4.1. Recovery algorithms with sparsification. As suggested al-
ready in Figure 1, taking & € Sp(®,s) for some value of s ~ 0.05
seems to offer considerable improvements when using linear pro-
gramming for signal recovery. Similar results hold for OMP and
CoSaMP, though note that in each case we supply these algorithms
with the sparsity of the signal vector. (While there is an option to
withhold this data, the recovery performance of CoSaMP seems to
suffer substantially without it — and we wish to be able to perform
comparisons with linear programming.) In Figure 2, we graph Ry gs
of Sp(®, s) as a function of s, where ® is a 200 x 2000 matrix with
entries drawn from the absolute values of samples from a standard
normal distribution.

For each algorithm, Rj¢s appears to obtain a maximum for ma-
trices of density between 0.15 and 0.05. It is perhaps interesting to
note that the percentage improvement obtained by CoSaMP is far
greater than that for either of the other algorithms.

Table 1 shows the average time taken for one hundred vector re-
covery attempts using 200 x 2000 measurement matrices with entries
drawn from the absolute values of samples from a normal distribu-
tion, over a range of vector sparsities. We note an improvement in
running time of an order of magnitude for linear programming when
using sparsified matrices, and an improvement when using CoSaMP.
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FIGURE 2. Signal recovery as a function of matrix
density for LP, OMP and CoSaMP.

4.2. Matrix constructions under sparsification. In this sec-
tion we explore the effect of sparsification on a number of different
constructions proposed for CS matrices. We have already encoun-
tered the Gaussian, Uniform and Bernoulli ensembles. We will also
consider some structured random matrices, which still have entries
drawn from a probability distribution, but the matrix entries are
no longer independent. The partial circulant ensemble [30] consists
of rows sampled randomly from a circulant matrix, the first row of
which contains entries drawn uniformly at random from some suit-
able probability distribution. Table 2 compares Ry gs for Sp(®,1)
and Sp(®P,0.05) for 200 x 2000 matrices from each of the classes
listed. Note that in the case of the Bernoulli ensemble, we actually
compare Sp(J200,2000, 0.5) with Sp(Jago,2000, 0.05), where Jogg 2000 is
an all-ones matrix. The entries of the partial circulant matrix were
drawn from a normal distribution.

Time for 100 recovery attempts || % vectors successfully recovered
k CoSaMP LP CoSaMP LP
0=01 0=1[0=01 6=11}6d=01 6d=1]6d=01 =1
1 0.94 0.44 18.1  106.61 100 100 100 100
10 0.78 1.25 | 39.78 157.53 100 100 100 100
20| 0.56 1.98 | 27.50 177.17 100 100 100 100
30| 1.56  4.48 | 2739 171.84 100 99 100 100

40| 3.68 33.98| 27.02 207.22 100 5%) 99 94
50 | 11.09 66.77 | 33.59 375.17 99 7 78 38
60 | 48.38 81.54 | 43.82 364.25 75 0 1 1
70 | 89.87 93.62 | 41.03 329.22 0 0 0 0

TABLE 1. Effect of sparsification on recovery time.
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We denote by k the signal sparsity k for which the greatest differ-
ence in recovery between ® and ¢ € Sp(®,0.05) occurs.

Construction Ry.0s Maximal performance difference
§=1 6=0.05 k 5=1 §=0.05
Normal 39 46 51 25 81
Uniform 39 45 51 24 73
Bernoulli 39 42 49 38 67
Partial Circulant | 39 46 52 22 76

TABLE 2. Benefit of sparsification for different matrix
constructions.

4.3. Varying the matrix parameters. Finally, we investigate the
effect of sparsification on matrices of varying parameters. In partic-
ular, we explore the effect of sparsification on a family of matrices
with entries drawn from the absolute value of the Gaussian distri-
bution. First we explore the effect of sparsification as the ratio of
columns to rows in the sensing matrix increases. For Figure 3, we
use signal vectors whose entries were drawn from the absolute value
of the normal distribution. We observe a modest improvement in
performance which appears to persist.

200 300 400 500 600 700 800 900 1,000
Number of columns

FI1GURE 3. Recovery capability of matrices with 100 rows
and varying number of columns under sparsification.

Now for Figure 4, we fix the ratio of columns to rows of ® to
be 10, and vary the number of rows. We know from the results of
Candes et al. that Rygs = O(n/logn) in all cases. Nevertheless,
the clear difference in slopes for recovery at different sparsities offers
compelling evidence that the benefits of sparsification persist for
large matrices.
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FiGURE 4. Recovery with CoSaMP for matrices with
fixed row to column ratio under sparsification.

5. CONCLUSION

Some of the most important open problems in compressed sens-
ing relate to the development of efficient matrix constructions and
effective algorithms for sparse recovery. Deterministic constructions
are essentially limited by the Welch bound: using known meth-
ods it is not possible to guarantee recovery of vectors of sparsity
exceeding O(y/n), where n is the number of rows in the recovery
matrix (see, e.g., [6]). Probabilistic constructions are much better:
Candes and Tao’s theory of restricted isometry parameters allows
the provable recovery of vectors of sparsity k in dimension N with
O©(klog(N)) measurements. Such guarantees hold with overwhelm-
ing probability for Gaussian ensembles and many other classes of
random matrices. But the random nature of these matrices can
make the design of efficient recovery algorithms difficult. In this
paper we have demonstrated that sparsification offers potential im-
provements for computational compressed sensing. In particular,
Figures 1 and 4 show that sparsification results in the recovery of
vectors of higher sparsity. Table 1 shows a substantial improve-
ment in runtimes for linear programming arising from sparsification.
These appear to be robust phenomena, which persist under a vari-
ety of recovery algorithms and matrix constructions. At the problem
sizes that we explored, matrices with densities between 0.05 and 0.1
seemed to provide optimal performance.
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We conclude with a small number of observations and conjectures
which we believe to be suitable for further investigation. Since a
Bernoulli ensemble in our terminology can be regarded as a spar-
sification of the all-ones matrix, it is clear that sparsification can
improve CS performance. The necessary decay in CS performance
as the density approaches zero shows that the effect of sparsification
cannot be monotone. Extensive simulations suggest that when re-
covery is achieved with a general purpose linear programming solver,
matrices with approximately 10% non-zero entries have substan-
tially better CS properties than dense matrices. A catastrophic
decay of compressed sensing performance occurs in many of the ex-
amples we investigated between densities of 0.05 and 0.01. We pose
two questions which we think suitable for further research.

Question 5.1. As the number of rows of ® increases, the optimal
matriz density appears to decrease. This effect does not appear to de-
pend strongly on the matriz construction chosen. Does there exist a
function I'(n, N, k) which describes the optimal level of sparsification
for an n x N matriz recovering k-sparse vectors? Our simulations
suggest that when N < n®, the optimal density of a CS matrixz will
be approzimately an~'/? when k = o(n'~¢).

Question 5.2. We have considered pseudo-random sparsifications
in this paper. In general, this should not be necessary. Are there
deterministic constructions for (0, 1)-matrices with the property that
their entry-wise product with a CS matrix improves CS performance?
A natural class of candidates would be the incidence matrices of
t-(v, k, ) designs (see [4] for example). Some related work is con-
tained in [5, 6].
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Pedro Nunes and the Retrogression of the Sun

PETER LYNCH

What has been will be again, what has been done will be done

again; there is nothing new under the sun. Ecclesiastes 1:9

INTRODUCTION

In northern latitudes we are used to the Sun rising in the East,
following a smooth and even course through the southern sky and
setting in the West. The idea that the compass bearing of the
Sun might reverse seems fanciful. But that was precisely what Por-
tuguese mathematician Pedro Nunes showed in 1537. Nunes made
an amazing prediction: in certain circumstances, the shadow cast
by the gnomon of a sun dial moves backwards.

Nunes’ prediction was counter-intuitive. We are all familiar with
the steady progress of the Sun across the sky and we expect the az-
imuthal angle or compass bearing to increase steadily. If the shadow
on the sun dial moves backwards, the Sun must reverse direction or
retrogress. Nunes’ discovery came long before Newton or Galileo or
Kepler, and Copernicus had not yet published his heliocentric the-
ory. The retrogression had never been seen by anyone and it was a
remarkable example of the power of mathematics to predict physical
behaviour. Nunes himself had not seen the effect, nor had any of
the tropical navigators or explorers whom he asked.

Nunes was aware of the link between solar regression and the bib-
lical episode of the sun dial of Ahaz (Isaiah, 38:7-9). However, what
he predicted was a natural phenomenon, requiring no miracle. It was
several centuries before anyone claimed to have observed the reversal
(Leitao, 2017). In a book published in Lisbon (Nunes, 1537), Nunes
showed how, under certain circumstances, the azimuth of the Sun
changes direction twice during the day, moving first forwards, then
backwards and finally forwards again. To witness this, the observer

2010 Mathematics Subject Classification. 46A99, 10A10.
Key words and phrases. Truth, Heron.
Received on 0-0-0000; revised 0-0-0000.

(©2018 Irish Mathematical Society
23



24 PETER LYNCH

must be located at a latitude lower than that of the Sun, that is, in
the tropics with the Sun closer to the pole. Nunes was completely
confident about his prediction:

“This is something surprising but it cannot be de-
nied because it is demonstrated with mathematical
certainty and evidence.” (Quoted from Leitao, 2017).

Leitao, who has made a detailed study of Nunes’ works, reviewed
the method used by him. While Nunes’ arguments are mathemati-
cally sound, they are difficult to follow, so we will demonstrate the
retrogression in a more transparent way below. But first, let us look
at Pedro Nunes himself.

PEDRO NUNES (1502-1578)

Pedro Nunes (also known as Petrus Nonius), a Portuguese cos-
mographer and one of the greatest mathematicians of his time, is
best known for his contributions to navigation and to cartography.
Nunes studied at the University of Salamanca in Spain, a univer-
sity already 300 years old at that time. He returned to Lisbon and
was later appointed Professor of Mathematics at the University of
Coimbra. In 1533 he qualified as a doctor of medicine and in 1547
he was appointed Chief Royal Cosmographer.

Nunes had great skill in solving problems in spherical trigonome-
try. This enabled him to introduce improvements to the Ptolemaic
system of astronomy, which was still current at that time (Coperni-
cus did not publish his theory until just before his death in 1543).
Nunes also worked on problems in mechanics.

Much of Nunes’ research was in the area of navigation, a subject
of great importance in Portugal during that period: sea trade was
the main source of Portuguese wealth. Nunes understood how a ship
sailing on a fixed compass bearing would not follow a great circle
route but a spiraling course called a loxodrome or rhumb line that
winds in decreasing loops towards the pole. Nunes taught navigation
skills to some of the great Portuguese explorers. He has a place
of prominence on the Monument to the Portuguese Discoveries in
Lisbon, which shows several famous navigators (Figs. 1 and 2).

ANALYSIS OF SOLAR RETROGRESSION

Nunes demonstrated the retrogression using spherical trigonom-
etry. This was long before Newton’s laws or differential calculus
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FIGURE 2. Pedro Nunes (1502-1578) (detail of Monu-
ment to Portuguese Discoveries, Lisbon).

were available. In this section we derive the condition for the phe-
nomenon, using a simple transformation and elementary differential
calculus. An expression is found for the azimuth of the Sun as a
function of the time. For reversal to occur, the derivative of this
function must vanish. The condition follows immediately from this.
The result has been known for centuries (e.g., Morrison, 1898) but
the derivation below is simpler than most previous accounts.
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Frames of Reference. We begin with a cartesian frame (z,y, z) fixed
relative to Earth and rotating with it. The origin is at the centre
of the Earth and the z-axis passes through the point where the
prime meridian intersects the equator. There is an associated polar
coordinate frame (7,0, \) with colatitude 6 and longitude A. The
latitude is ¢ = 5 — 0.

We assume that the Sun is at a fixed latitude ¢g. If its longitude
at Noon is A\p, then its longitude at time ¢ is Ag = Ao — Q(t — tp)
where € is the angular velocity of Earth. Given the distance A from
Earth to Sun, the cartesian coordinates of the Sun are

(xs,Ys,25) = (Acos Agcos ¢g, Asin Ag cos ¢pg, Asinpg). (1)

The coordinates of the observation point Py are (zo,yo,20) and
from these the polar coordinates are easily found: (a, 6o, \p) where
a is the Earth’s radius. There is no loss of generality in assuming
that the observatory is on the prime meridian. Then its latitude
and longitude are (¢o, \o) = (5 — 60, 0).

We define local cartesian coordinates (X, Y, Z) at the observation
point by rotating the (x,y, z) frame about the y-axis through an
angle equal to the colatitude fp. The Z-axis then points vertically
upward through Py. Moving the origin to Pp, the (X,Y) plane be-
comes tangent to the Earth at this point. The cartesian coordinates
of the Sun in the new system are given by the affine transformation

XS COSs 90 0 —sin (90 s 0
Y | = 0 1 0 ys | — 10
Zg sinfp 0 cosfp 29 a

In fact, since the distance to the Sun is enormous relative to the
radius of the Earth, we can omit the last term (0,0,a)" without
significant error. Then, in terms of the latitude of the observation
point, the solar coordinates are

Xg singpp 0 —cosgp Tg
Y | = 0 1 0 ys | . (2)
AS cospo 0  singp zs

The latitude and longitude of the Sun in the rotated system are
$g = arcsin[Zg/A], Ag = arctan[Ys/Xg] (3)
and the azimuth and elevation (or altitude) of the Sun are

a=m—Ag, e=dg. (4)
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Variation of the Azimuthal Angle. To demonstrate the circumstances
in which retrogression of the Sun occurs, we take the time derivative
of the azimuthal angle of the Sun. This is given by (4). We use (3)
to express the Sun’s latitude and longitude in the rotated cartesian
frame and then the transformation (2) for the original cartesian co-
ordinates. Finally, (1) gives an expression for the azimuth in terms
of the variables {\g, ¢g,00}. The two latitudes are fixed in time
while the longitude Ag varies as Ag = —Q(t — tp), where tp is the
time at Noon.

If the Sun is to retrogress, the time derivative of the azimuth must
vanish. We find that

o A Ys sin Ag cos ¢g
anAg = = . .
o Xg  €os \g cos g sin gp — sin ¢g cos oo

The vanishing of the derivative leads, after some manipulation, to
the equation

tan ¢p

: (5)
al gb S

Clearly, there will be an azimuth at which the derivative vanishes

only if the right hand side is less than unity, that is, if

o < Ps .

This means that retrogression will be seen only if the observation
point is between the Equator and the latitude of the Sun. In par-
ticular, it must be in the tropics. Eq. (5) corresponds to Eq. (5) in
Morrison (1898).

COS \g =

Numerical Results. We consider the daily path of the Sun at the
time of the Summer solstice (¢g = 23.5°N) for observations from
an extra-tropical point (¢o = 40°N) and a point within the trop-
ics (¢o = 20°N). The elevation and azimuth are easily computed
from the formulae above. We plot the zenith angle (the complement
of the elevation) and azimuth for the extra-tropical observation in
Fig. 3. The observation point is at the centre, and the course of the
Sun is shown by the curve. It is clear that the azimuth increases
monotonically from sunrise to sunset, as we would expect.

In Fig. 4 we plot the zenith angle and azimuth for the observation
point within the tropics (¢po = 20°N). At Noon, the Sun is to the
North of the central point and the azimuthal angle is decreasing
rapidly. This is the retrogression phenomenon.
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Ficure 3. Path of the Sun at the Summer solstice for
an observation point at 40°N. The angular coordinate is
the azimuth or compass bearing, . The radial coordi-
nate is the zenith angle (the complement of the eleva-
tion). SR: Sunrise; SS: Sunset.

F1GURE 4. Path of the Sun at the Summer solstice for
an observation point at 20°N. The angular coordinate is
the azimuth or compass bearing, . The radial coordi-
nate is the zenith angle (the complement of the eleva-
tion). SR: Sunrise; SS: Sunset.
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The azimuth and elevation of the Sun are plotted in Fig. 5 for the
two observation points. It is clear that when ¢o = 40° (top right
panel) the azimuth increases monotonically, while when ¢p = 20°
(bottom right panel) the azimuth increases from sunrise until about
10:00, then decreases until 14:00 and finally increases until sunset.

Elevation Azimuth
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FIGURE 5. Solar elevation and azimuth, as functions of
time from sunrise to sunset, for observation points at
40°N (top row) and 20°N (bottom row). Left: Solar
elevation. Right: Solar azimuth.

FIGURE 6. Path of the Sun at the Summer solstice for
a observation point at 20°N. Angular coordinate is the
azimuth or compass bearing. Radial coordinate is the
zenith angle. SR: Sunrise. Only the morning segment
of the Sun’s track is shown.

To give more fine detail, we plot the Sun’s course during the morn-
ing, as seen from the tropical observatory, in Fig. 6. The radial lines
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are spaced five degrees apart, and we see that the azimuth at sun-
rise is close to 65°. It increases to around 77° by mid-morning and
then decreases to zero at Noon. For the specific values ¢p = 20°
and ¢g = 23.5° the condition (5) gives the turning longitude as
Ag = 33.17° corresponding to an azimuth of 77.4° and an elevation
of 59.1°. This is in excellent agreement with the numerical solution
shown in Fig. 6.
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Leaving Cert Points: Do the Math?

DAVID MALONE, GAVIN MCCULLAGH

ABSTRACT. In this paper we look at the Leaving Cert results from
2002-2016. We consider them in the light that many students will
be choosing subjects in a way that will maximise their points. We
observe that in a market for subjects, similar to the job market,
a “pragmatic” student who needs points will choose subjects that
offer them the highest points. As English and maths are examined
across, more-or-less, the full Leaving Cert student cohort, they are
uniquely comparable. Irish, which is studied by many students, also
provides a useful reference point. We compare the results of these
subjects over the period. In line with other authors, we identify
a number of quirks of the grading system. We conclude that the
statistics indicate that the mean/mode/median pragmatic student
would choose to invest their effort in English over Irish and Irish
over mathematics. We also highlight that normalisation of grades
can cause feedback, resulting in easy subjects becoming easier and
harder subjects becoming harder. We conclude that if the uptake
of higher-level mathematics is to be increased, then the subject
should be made more attractive in the subject marketplace. We
discuss some possible ways that this could be achieved, including
the awarding of bonus points.

1. INTRODUCTION

The Leaving Certificate is the final exam of the Irish second-level
education system. Places in third level education are generally al-
located to students based on a points system, where students are
awarded points based on the level at which they take a subject and
the grade they receive. In this system, apart from some rare ex-
ceptions, points are awarded equally for all subjects and a student’s
final points are the sum of the points from their best six subjects.
These points are important to students. As typically observed [10],

2010 Mathematics Subject Classification. 77777

Key words and phrases. Leaving Certificate, points system, exam statistics,
results comparison, subject choice market.

Received on 31-5-2017.

(©2018 Irish Mathematical Society
31



32 MALONE, MCCULLAGH

students often respond to the question “How did you do in the Leav-
ing Cert?” by saying how many points they got, and so make efforts
to maximise their points.

Students facing into the Leaving Cert have a number of choices
to make. They have options regarding the subjects that they take,
and options regarding the level at which they take these subjects. It
seems likely that most students will aim to maximise their points,
subject to the options available (e.g., subject choices and levels
available at the school), the resources available (e.g., time, effort,
available educational support) and information regarding how their
efforts will be rewarded. This has been observed in interviews with
students [20]. It is in the best interests of parents, students and
teachers to be well informed about the ‘points race’, so while there
will be rumour and hearsay, it seems likely that their information
will be based on fact. As the majority of students only take the
Leaving Cert examinations once, an important input to their deci-
sion will be the performance of previous cohorts of students.

Thus, we find ourselves in a situation where there may be a com-
petitive market in Leaving Cert subjects. Students have a certain
amount of effort to spend in order to get as many points as possible.
All things being equal, we expect that subjects that give a greater
reward for fixed effort will be chosen over more challenging subjects.
Of course, directly comparing most subjects is difficult, for example,
the availability of French and Ancient Greek teachers in schools will
typically be quite different. Previous work [13, 9, 20] has shown
that factors including choices in the junior cycle, school size and ed-
ucational advantage can have an impact on course availability and
students’ achievement.

However, three subjects are available to all students: English,
Irish and mathematics. Indeed, most students have no choice but to
take all three of these subjects. Figure 1 shows how many students
were taking these subjects for the years 2002-2016, based on the
statistics from the www.examinations.ie website. We can see that
the numbers taking English and maths are similar, while Irish lags
by about 10% (presumably due to some students being exempt from
taking Irish).
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F1GURE 1. The number of students taking English, Irish
and maths from 2002-2016.

These students represent the vast majority of the Leaving Cert
cohort!. The students taking English and maths will essentially be
the same people. This group will, more-or-less, overlap with all the
Irish students. It seems that, by comparing performance in these
subjects, we should be able to draw some conclusions about the
relative rewards offered by these subjects.

The www.examinations.ie website publishes an annual report
containing a summary of the Leaving Cert results. For each subject,
it gives the number of students taking the subject at each level and
the percentage breakdown of how many students achieve each grade
at each level for the three years prior to the report. Historical reports
are available, and results presented here are based on the results
from 2002-2016. The points awarded for each grade and level are
shown in Table 1. Note that from 2012 onwards, 25 “bonus points”
were offered to students passing higher-level mathematics. From
2017 onwards there were some changes to the Leaving Cert grading
system and points system. While the principles remain similar, the
details have changed, and so we do not consider data from 2017
here.

lNote, a significant fraction of students, between 10-20%, do not reach the
Leaving Cert [1].
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Grade Al A2 Bl B2 B3 C1 C2 C3 D1 D2 D3 E F NG
Higher 100 90 & 80 75 70 65 60 55 50 45 0 O 0
Ordinary 60 50 45 40 35 30 25 20 15 10 5 0 O 0
Foundation 20 15 10 5 O O O O O O 0 O O 0

TABLE 1. Points offered for each grade at each level.
From 2012 onwards a bonus of 25 points was given for
higher-level mathematics at D grades and above. Not
all institutions offer points for subjects at foundation
level.

We are not the first to analyse and compare results in the Leaving
Certificate. The issue of variable grading practices between subjects
and levels has been previously observed [12]. In addition to quirks
of the marking system, which we also identify here, this work also
observes that the “difficulty” of subjects is not simply related to
which grades are given out, but how easy these grades are to achieve.
Earlier trends in the uptake and points awarded for the twenty most
commonly taken Leaving Certificate subjects have also been studied
[14]. The same work also identifies substantial variation between
subjects, and particularly the significant impact of the proportion
of students who choose to take subjects at ordinary and higher level.

2. A LOOK AT THE DATA

Let us consider a number of different ways to compare the per-
formance of students in English, Irish and mathematics. Using the
points system, we will first consider the average performance, which
indicates there is a significant difference in the points awarded. We
will show that this difference arises because of the level at which
the students have taken the different subjects, and suggest that one
explanation for this is pragmatic students voting with their feet.

However, average performance may not tell the full story [12].
We will next look at the the cumulative performance, showing the
number (or fraction) of students achieving at least some number of
points. This shows that the quantiles of English, Irish and maths
are strictly ordered?, with English awarding higher points to more
candidates.

Finally, we consider how many students achieve a particular num-
ber of points. This lets us study the mode number of points awarded,

>This can be termed stochastic dominance.
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FIGURE 2. The average number of points given to stu-
dents taking English, Irish and maths from 2002-2016.

and makes clearer the impact of fail grades, which may again impact
the choices of pragmatic students. It also reveals a number of quirks
of the Leaving Certificate marking system.

2.1. The Average Student. Figure 2 shows the average number
of points given to students of English, Irish and maths (i.e., the total
number of points given divided by the total number of students tak-
ing the subject at any level), from 2002-2016. We see that English
gives about 53 points per student, Irish gives about 40 points per
student and maths about 32 points per student (or 38 in 20122016
when the bonus is factored in). Clearly there is something different
about these three subjects.

While, technically, students are not required to take English, Irish
and maths, for a substantial majority of students these subjects
are effectively compulsory. Consequently, the only choice available
to most students regarding English, Irish and maths is the level
at which they take these subjects. On the whole, students will be
making choices about the level they take these subjects based on the
effort to reward tradeoff. If we look at the average number of points
at each level in these subjects (see Figure 3), we see that the higher-
level subjects all give about 70 points per student and the ordinary-
level subjects all give about 25 points per student. Foundation level
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F1GURE 3. The average number of points given to stu-
dents taking English, Irish and maths at a particular
level from 2002-2016.

Irish and maths give about 2 points per student (English is not
offered at foundation level®). The results at each level are quite
consistent across subjects.

So, where does the difference in average reward come from? It
arises from students voting with their feet. Figure 4 shows a consis-
tent picture from year-to-year, where more than half of Leaving Cert
candidates take English at higher level. From 2002-2013 around one
quarter take higher-level Irish and one fifth take higher-level maths,
but there has been an increase in the fraction taking higher Irish
and maths since 2012, corresponding to changes in the courses and
points. The smaller numbers of students at higher level for Irish
and maths then result in lower overall average points. The impor-
tance of the level at which students take a subject to the average
performance has also been highlighted before [14].

Why are students shying away from Irish and maths at higher
level? While both Irish and maths might be considered to have an

3We believe it is important to include foundation level in this study, because to
omit these students would make the maths and Irish cohort an artificially smaller
group of stronger students. We also note that some institutions do not offer points
for foundation level Irish/Maths. As we will see, considering foundation level to
offer zero points would not make a significant difference to our results.
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FIGURE 4. The number of students taking English, Irish
and maths at a particular level from 2002-2016.

image problem, the competition for points means that students are
unlikely to abandon these subjects because of image alone. Cer-
tainly, there are some differences in the availability of higher-level
subjects in various schools?, but it seems unlikely that image or
availability can explain such a large difference in numbers.

One possible explanation is that students have determined that the
effort required to get a high maths grade will be better rewarded by
if it is spent on other subjects. This could be English (or Irish), but
might also be other optional subjects. There is anecdotal evidence of
students dropping from higher maths to ordinary maths and taking
up an optional subject at higher level to boost their points. This
behaviour has been reported in a survey of UCD Economics and
Finance Students [16] and is probably more widespread [6, 15].

2.2. On the Curve. So far, we have looked at average points, but
other statistics tell a similar story. As students aim for at least a par-
ticular number of points, rather than an exact target, the cumulative
statistics are particularly useful. Figure 5 shows the cumulative sta-
tistics for 2003, i.e. the number of students achieving at least some

‘Information on how many schools provide each subject is available in Section 4
of the Department of Education statistics [4] and also reported annually at http:
//www.education.ie/en/Publications/Statistics/Statistical-Reports/.



38 MALONE, MCCULLAGH

2003
60000

- English ——
2 [
) ) maths +
2 50000 |
o S
§2] I"’:ﬁ
£ 40000 F
o
I
A
£ 30000 |
B
(2]
£
Q
S 20000 |
n
s
& 10000 -
£
>
Z =
0 L L L L i L
0 20 40 60 80 100 120

Points

F1GURE 5. Number of points versus how many students
have at least this many points by subject for 2003.

number of points at any level. For example, if we draw a vertical
line at 80 points, we see that there are 7900 students on more than
80 points in English, but just 4700 in Irish and 3000 in maths.

Alternatively, if we draw a horizontal line at 10000 students, we
see that the top 10000 students in English are on 75 points or more,
in Irish the top 10000 students are on 65 points or more and in
maths they are on 50 points or more. The mathematics curve is al-
ways under the other curves until 5 points, where mathematics rises
above English/Irish, mainly because it has a larger overall number
of students than other subjects.

These trends are broadly repeated from year-to-year, as can be
seen from Figure 6, which shows the equivalent graph for each year
between 2002-2016. From 2012 onwards, we show two curves for
mathematics, corresponding to the points value with and without
the bonus.

For all years, the number of students attaining at least some num-
ber of points in Irish is consistently below the number in English.
Without the bonus, maths is generally lower again. The only ex-
ception is at the very lowest grades where the maths curve crosses
above the others. This is simply due to the number of students
sitting maths; there are more students overall studying maths than
Irish or English and they all must achieve zero or more points. If the
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bonus points are included for mathematics, we find that the maths
curve crosses the Irish curve at about 70 points and the English
curve at about 80 points.

If we plot these curves in terms of the fraction of students taking
the subject, rather than the total number (see Figure 7 and Figure 6
respectively), then the curves without the bonus do not cross. These
graphs tell us that the median points, or indeed, any percentile for
points for English is greater than that for Irish, which is greater than
that for maths. For 2012-2016, where the bonus for maths applies,
we see that the top 20-25% of students would get more points for
maths than Irish/English.

2.3. Making the Grade. While harder to interpret in terms of
a student’s aims, we can also study the number of students with
a particular number of points, as shown in Figure 9. Of course,
a particular number of points may correspond to different grades
at different subject levels, and we will look at these subcategories
shortly.

One motivation for considering the number of students with a
particular number of points is to find the mode, i.e. the most-
commonly-awarded number of points. We identify the number of
points where the maximum is achieved to find the mode of the points
distribution. For Irish and mathematics, this is 0 points, while for
English this is 60 or 65 points. Again, Figure 10 shows the curves
for 2002-2016, and the trend is similar from year to year. Note that
we do not show the bonus points for mathematics in these figures for
two reasons. First, the students being spread over different numbers
of categories make the graphs hard to compare in a meaningful way.
Second, it will make no difference to the mode, as students who get
0 points do not get a bonus.

While there are rewards associated with achieving particular grades
at higher level, there are also risks associated with taking an exam
at higher level. Failing English, Irish or maths will preclude a stu-
dent from many third level courses, careers and apprenticeships. By
plotting the number of students achieving particular grades, we can
get some idea of what the risks are.

To plot a curve for higher-level subjects, we simply mimic the
CAO points system, taking the top percentage within that grade,
i,e. A1=100, A2=90, ... D3=45. Although no CAO points are
awarded below the D3 grade, in order to see the tail of the curve,
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FIGURE 6. Number of points versus how many students
have at least this many points by subject for 2002-2016.

we continue on assigning the lower grades their upper percentage,
E=40, F=25, NG=10.

The CAO system awards 60 points for an ordinary-level Al, ef-
fectively equating that grade with a C3 at higher level. This offset
of 40 points is applied to every other grade, resulting in A2=50, ...
D3=5. In order to compare the curves of the different levels we do
the same here. Again, we want to see the tail, so although points
are not awarded, we continue on and assign E=0, F=-15, NG=-30.
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Foundation is treated similarly, with an offset of 75, as per the CAO
points scheme. This formula agrees with the number of points given
for all non-zero-points grades except for an Al at foundation level®.
Put a little more formally, we give a value for each grade at each
level:

value(grade, level) = cutoff(grade) — correction(level)

where the cutoff for a grade is the upper percentage that you can
get for the grade and the correction is 0 for higher, 40 for ordinary
and 75 for foundation.

Figure 11 shows the number of students achieving a particular
value for English and maths (Irish has been omitted for clarity).
Moving from the right-to-left along any curve, the first point is the
number of Als, the next A2s, then B1, B2, B3, C1, C2, C3, D1, D2,
D3, E, F and NG. The E, F and NG grades are fail grades.

Looking at the right-hand side of this graph (40-100 points), we
can see that the curve for higher English is far above the curve for

’An Al at foundation level is actually worth only 20 points, but we give it a

value of 25, so the foundation level curves are spaced in the same way as the other
levels.
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FIGURE 8. Number of points versus the fraction of stu-
dents that have at least this many points by subject for
2002-2016.

higher maths, indicating the large difference in the numbers achiev-
ing particular higher-level grades in these two subjects. We have
seen this in the previous figures. However, the part of the curves
for higher-level English and maths between 10-40 almost over-lie
one another in most years. Indeed, in some years the higher maths
curve even rises above that for higher English. This means that
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number of people failing higher maths is comparable to the num-
ber failing higher English, even though about three times as many
people take higher English. One way to view this is that the risk
of failing higher maths is about three times that of failing higher
English. As expected, this is not peculiar to 2003, and we can see
broadly similar trends repeated in Figure 12 for years 2002-2016.

The curves for ordinary English and maths are more in line with
what one might expect given the greater number taking ordinary
maths: the number of students achieving a particular grade in ordi-
nary maths is usually well above the number achieving that grade
in ordinary English.

There are some interesting peaks in the curves, which persist from
year-to-year. Consider the English curves: there seems to be a dip
where the point for A2 seems to be high relative to the point for B1;
similarly, the point for B3 seems to be high relative to the point for
C1. This can be observed in both the higher and ordinary curves.
A likely explanation for this is that either the marking process or
the appeals process is ‘marking up’ students across the boundary
between A and B grades, and C and B grades. If this explanation is
correct, it would provide evidence that the desirability of particular
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F1GURE 10. The number of students achieving a par-
ticular number of points in English, Irish and maths in
2002-2016 (excluding bonus points).

grades is having an impact on the rewards offered. Similar effects
have been observed previously [14].

While the higher maths curve does not obviously show such fea-
tures, possibly because of a more rigid marking scheme in math-
ematics, the ordinary-level maths curve does show one interesting
persistent feature: the numbers achieving a D2 grade always seem
to dip relative to the numbers achieving a D3 or E grade. While
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2000

Number of Students

1000 [

-80
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F1GURE 11. The number of students achieving different
grades in each subject in English and maths in 2003.

the reason for this is not clear, it may be related to the “attempt
mark” system often used for grading maths. A minimum attempt
mark is assigned to all students who make a certain basic level of
progress with each question, which awards about one third of the
marks for the question®. The surge in these grades may represent
students who are getting the majority of their marks from attempt
marks.

3. DISCUSSION

It is fairly clear that the three (practically) compulsory subjects
are different in terms of the rewards achieved by students. Consider
the following situations, in light of what we have seen.

The Price of Success: A student estimates she needs a B3
average (75 points) across 6 subjects to get her chosen col-
lege course. She believes that she will get a B3 in each of 5
optional subjects. Her Irish isn’t good enough, but she can
choose maths or English as her sixth points subject and take
the other two at ordinary level. If she chooses English, she
needs to be in the top 24% of people. If she chooses maths
she needs to be in the top 8% of people in the country to get

6The exact operation of this system has varied slightly over the period.
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2008 2009 2010
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2016
higher English ——
5000 5000 5000 igher maihs
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foundation maths ——
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3000 & 3000 & 3000
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2 2
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0 0 0
80 80 8 60 40 2 0 20 40 60 8 100

F1GURE 12. The number of students achieving different

grades in each subject in English and maths from 2002—
2016.

a B3, or top 22% to get 75 points with the higher level bonus.
Which subject does she choose to take at higher level?

Fear of Failure: A student is borderline between higher maths
and English. He must not fail either. He asks both teachers’
advice. The maths teacher knows from experience that about
3.8% of people fail higher maths and that about 5-7% get As
in ordinary maths, which are equivalent in points to a D1 or
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D2 in higher level. The English teacher, from experience, has
observed about a 1.4% failure rate at higher level and 7-9%
of people getting an A at ordinary level.

Of course, where students can make these decisions, they may not
have direct knowledge of such statistics. However the significant dif-
ferences we have shown may provide anecdotal evidence that inform
their decisions.

If there really is a marketplace for subjects, then this would in-
dicate that students are not choosing higher maths because their
effort can be better applied elsewhere. Increasing participation in
higher maths is desirable for a range of reasons [5]. If we want to
improve the take-up of maths at higher level, what can we do? Some
possibilities present themselves.

(1) Reduce the effort required to study higher maths by making
it easier,

(2) Reduce the effort required to study higher maths by improv-
ing educational support and accessibility,

(3) Increase the rewards associated with higher maths by increas-
ing points offered,

(4) Decrease the risks associated with failing higher maths,

(5) Make other subjects less desirable.

We will not comment in detail on the last option, as it is unlikely
to be popular with anyone.

Another proposed option [7] is to adjust the market, so that math-
ematics must be used as a points subject. This would mean that
ordinary level maths becomes less attractive for students who are
targeting high points.

We note that one could argue that the results we see are simply
because our students are better at English and weaker at mathe-
matics. However, this assumes that there is some absolute way to
measure the difficulty of a Leaving Cert subject, other than having
students study the subject and take the exam. We see no other ob-
vious objective way of measuring the difficulty of, or level of reward
associated with, a particular subject.

3.1. Making Things Easy. Making the mathematics course eas-
ier is unpalatable to many of the consumers of Leaving Certificate
students. Universities, high-tech companies and professional bod-
ies want students who have a certain level of mathematics, and
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some already find that not all students have a sufficiently high level
of mathematics. There have been concerns raised about the new
Project Maths course examined from 2012 onwards [21] and there is
ongoing study on its impact on competence at third level [22].

There is also an obvious race to the bottom associated with making
courses easier in order to make them more popular: if every subject
repeatedly does this, all courses will gradually become easier and
easier. This suggests that all Leaving Cert subjects should have
some group of stakeholders who have a direct interest in the balance
between the numbers taking the subject and the difficulty of the
exam.

3.2. Making Maths Better. Improving the educational support
available to students of mathematics has been on the agenda for
many years. Studies have shown that there are a surprisingly large
number of teachers of mathematics at second level who are teaching
out of field [3, 19]. In particular, some commentators have suggested
that the level of mathematics training required by a teacher before
they can teach mathematics should be higher. Indeed, a number of
courses at third level have been set up to facilitate the up-skilling of
interested teachers (e.g. in UL and Maynooth). Perhaps measures
that provide incentives for highly-numerate graduates to go into
teaching could also be used, as they are already in high demand
in the jobs marketplace. Schemes like this are in use in the UK.
Certainly, it would be hard to argue against better teachers in any
area, but any improvements will continue to be a long-term project.

The Project Maths course has largely been rolled out, and has
been the primary examination in mathematics since 2012. It aims
for students to achieve a better understanding of the material and
how it is applied. The hope is that by making the applications of
what is learned more obvious, that it will become more attractive to
students. A more complete description of Project Maths is available
[18].

It seems that changes to the emphasis and style of examination
can have an impact on uptake. In 2012 the examination of Irish was
changed to place more value on the Irish Oral examination. Figure 4
shows that this appears to have increased the uptake in higher Irish.
While higher mathematics also shows an increase, corresponding to
the introduction of Project Maths, the impact is confounded by the
introduction of bonus points.
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3.3. Adjusting Points. Increasing the points for maths has, of
course, been often proposed, and bonus points were available for
mathematics before”. When the mathematics syllabus was changed
in the 1990s, bonus points were dropped because it was assumed
that the new course would be more in line with other courses in
terms of its difficulty. We can see that this does not seem to have
been true. Indeed, looking at Leaving Cert exams from the 1990s
up to 2011, there are many similarities. The latter part of each
question (‘part ¢’) was still challenging and required students to
combine understanding of various parts of the course. The style of
questions in Project Maths is quite different, however there are still
questions combining various parts of the syllabus.

Would bonus points actually encourage students to take higher
maths? The evidence is not completely clear [11]. Before 2012,
the University of Limerick (UL) offered bonus points for several
years, but this did not seem to have significantly increased up-
take among students who subsequently attend UL. However, it is
not clear whether UL alone was big enough to have an impact on
students’ subject choices and whether those students affected ulti-
mately went to UL. Since 2012, a bonus of 25 points for pass grades
of higher maths has been in place, which we may be able to shed
some light on. Indeed, it has been suggested that the points table
might have to be extended to 120 or 150 points in order to account
for differences between subjects [14], so it is worth considering the
impact of any bonus and what aim it might have.

With the data available, we can calculate the effect of offering
bonus points for maths, under the assumption demand for higher
maths would remain unchanged. Say we aim to equalise the average
points given by maths and English, we know that we need to raise
the pre-2012 average by about 20 points. Since only about one in
five students were taking higher maths, that suggests we need to
give about 100 points, on average, to these higher-level students. In
fact, if we give 100 extra points to all students passing higher maths,
the average points for maths moves to about 50 points, which is only
slightly below English. An alternative scheme, to multiply the points
for higher maths by 2.5, also moves the average to around 50. This

Tt was shown some time ago that Leaving Certificate maths was a good indica-
tor of first year university performance [17], which provided a reason for weighting
maths more highly for points up to the early 1990s.
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also has some advantages over simply adding a fixed bonus, such as
providing a slightly smaller step in points between a D3 and an E
grade.

We expect that offering a substantial bonus would increase the
numbers of students taking maths at higher level. However, this
should also increase the average number of points given for maths,
so equalising points using a pre-2012 year’s statistics overestimates
what is really required. Offering 60 bonus points at higher, or dou-
bling points, would move the average for maths to about 40 points
if the demand didn’t change. This might be more acceptable and
allow for change in demand. However, without understanding the
feedback between the extra points and students’ choices, it is im-
possible to say exactly what would be required to level the rewards
offered by maths and English.

Our calculation suggests that the 25 bonus points offered from
2012 would fall significantly short of what would be required to
equalise the average points, which we see confirmed in Figure 2.
However, we do see an increase in the numbers taking higher maths
in the first years after 25 bonus points were offered (see Figure 4),
indicating that increased reward can indeed increase the numbers
choosing to take a subject. It is worth observing that 2012 was also
the first year in which Project Maths was examined on a wide scale,
so the impact of this can not easily be separated from the offer of
bonus points.

It is also worth noting that there might be other collateral effects
of introducing bonus points for higher mathematics, from desirable
effects (e.g. increasing the availability of higher maths) to the unde-
sirable (e.g. over-influence of the third-level system on second-level
studies, mathematics being used as a “booster” subject for points).
Previous studies have discussed some of these issues [2, 17, 12]. Of
course, there is also the option of decoupling the Leaving Cert and
points, and so avoiding any impact that points could have on sub-
ject preferences. Previously, independent matriculation exams were
available through various universities and admissions were based on
these. However, it is unlikely there is an appetite to reintroduce
separate matriculation examinations for our school leavers, and it
seems likely that any anomalies created by the current points system
would be inherited by the matriculation system.
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3.4. Bell Curving? Note that there is some evidence that points
are currently effectively being adjusted. Compare the consistency
in points for higher, ordinary and foundation (Figure 3), even over
significant course changes, to the lack of consistency seen between
English, Irish and maths (Figure 2). This suggests that the grades
are already being adjusted to ensure consistency at a particular level
across subjects.

If this sort of adjustment is being applied, it raises a potentially
serious issue when combined with a subject marketplace. If there is
an easier alternative to higher level maths, some weaker students will
move to ordinary level. The adjustment will then be applied, thus
offering the same points to the remaining stronger students, which
will effectively make higher-level maths even harder. This will cause
more students to abandon higher maths, and so on. Meanwhile, the
students moving from higher to ordinary are relatively strong for
ordinary level, and so increase the standard there, pushing students
who previously did ordinary into the lower grades there. If this
positive feedback exists in practice, any difference between subjects
will tend to be amplified by a combination of grade adjustment and
student choices. This may even offer a explanation of the failure to
achieve a 20-25% takeup rate in higher mathematics, which was the
expected takeup for the syllabus introduced in 1992 [6].

We also expect that a better-rewarded subject will see the opposite
happening. If a subject is seen to be an easier choice at higher level,
then more students will take it at higher level. The average mark will
remain the same, despite larger numbers taking it, so the marking
will be adjusted to be easier, making the subject more attractive.

Normalising marking between subjects is a challenge. In optional
subjects where the cohort taking the subjects is highly self-selecting,
it seems that nothing short of introducing some sort of “jury service”
would allow you to compare how the average student would cope
with taking the course. However, given that basically everyone has
to take English, Irish and maths, it should be possible to achieve
better normalisation than is currently observed. One way to do this
would be to adjust the points awarded for each subject so that the
average across all students taking the subject is 50 points.

3.5. Fewer Fails. Some have suggested that an E grade at higher-
level maths should be considered as a pass in certain circumstances,
in order to reduce the risk associated with higher maths [8]. This has
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been adopted in the new Leaving Cert grading system introduced
in 2017, which awards some points for a higher H7 grade (30-40%
at higher level), which was previously regarded as a fail grade. The
Irish University Association’s guide to the grading system says this
is to encourage uptake at higher level and also to reduce the risks
associated with failing.

An alternative possibility that has been suggested is to allow stu-
dents a second-chance exam if they fail mathematics at higher level,
or to have a base-level maths exam that all students take followed
by an advanced exam for those who wish to earn a higher grade.

4. CONCLUSION

We believe that looking at Leaving Cert subject/level choice as a
market may offer interesting insights into the choices made by stu-
dents. To understand subject uptake, it seems that regarding points
as the reward offered by subjects, and considering the relative de-
mands made by each subject should be a useful strategy. When
we compare English, Irish and mathematics, we see that there are
significant differences in the rewards offered to students, after the
demands have been accounted for by student choice of subject level.
In addition to quirks at grade boundaries, we also see evidence of
grade normalisation, which could have a dangerous effect when com-
bined with this subject market.

We have also tried to identify possible courses of action to improve
the uptake of higher mathematics. It seems unlikely that a realistic
application of any one of these would be sufficient to put mathemat-
ics and English on a par in this points market. It is also likely that
any reform that improves mathematics in the Leaving Cert through
syllabus reform, improved teaching, bonus points, etc., must take
account of the subject market in which maths exists to be fully
effective.

Thanks. We would like to thank Peter Clifford, Doug Leith, Sharon
Murphy, Bill Lynch, Niall Murphy and Delma Byrne for comments
and discussion on this work. Thanks to Maria Meehan for providing
a summary of the results of her survey.
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APPENDIX A. NOTES ON METHOD

The statistics presented here are derived from the following files
from the http://www.examinations.ie/ website:

2002_LC_GradesAwardedbySubject.pdf
2004_LC_Breakdown_Candidates_by_grade_Higher_Ordinary_and_Foundation_Level.pdf
2005_LC_Breakdown_Candidates_by_grade_Higher_Ordinary_and_Foundation_Level.pdf
2006_Breakdown_Candidates_by_grade_Higher_Ordinary_and_Foundation.pdf
2007_LC_2007_breakdownResults_10_or_More.pdf

2008_LCGrade_over_3_years.pdf

2009_lc_nat_stats_2009_211009_excluding_10.pdf
Provisional_Results_2010_excluding_subjects_with_less_than_10_candidates.pdf
Provisional_Results_LC_2011_National_Stats.doc
Provisional_Results_2012_less10.doc
2011_2013_LC_Statistics_no_less_than-10619.doc
Leaving_Certificate_2015_Provisional_Results_Less_Than_10_Candidates_Word.docx
BI-ST-9486403.csv

EN-ST-20970104.csv

Each file presents results from multiple years. A number of dis-
crepancies in the reported results appear, presumably due to ap-
peals of results being resolved. Where these arise, the results from
the most recent file have been used. The breakdown for each year
is given as a percentage, to two decimal places. However the least
significant digit is always zero, so it seems likely they have been
rounded to one decimal place. The sums of the percentages are
between 99.7% and 100.3%, so some small discrepancies arise be-
tween the listed total number of students and cumulative figures
over grades.
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MARK G.WALSH

ABSTRACT. This is the second and concluding part of a survey ar-
ticle. Whether or not a smooth manifold admits a Riemannian met-
ric whose scalar curvature function is strictly positive is a problem
which has been extensively studied by geometers and topologists
alike. More recently, attention has shifted to another intriguing
problem. Given a smooth manifold which admits metrics of posi-
tive scalar curvature, what can we say about the topology of the
space of such metrics? We provide a brief survey, aimed at the non-
expert, which is intended to provide a gentle introduction to some
of the work done on these deep questions.

-

FIGURE 1. A selection of geometric structures on the sphere

4. THE SPACE OF METRICS OF POSITIVE SCALAR CURVATURE

We now consider the second of our introductory questions. What
can we say about the topology of the space of psc-metrics on a given
smooth compact manifold? Before discussing this any further it is
worth pausing to consider what we mean by a space of metrics in
the first place. Recall Fig. 1, where we depict 3 distinct metrics
on the 2-sphere, S%. Each of the three images represents a point
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in the space of metrics. One can now imagine traveling on a path
in this space to consist of an animation over time which moves one
such picture into another, continuously stretching and warping the
sphere. Although, in our minds we usually think of these shapes
extrinsically as embedded into R3, all of these metrics can be thought
of as intrinsic geometric structures on S?. Picturing them this way
is a tougher mental exercise but worth doing, especially if one wants
to consider the space of metrics on a manifold which does not embed
in R3.

Suppose we add a constraint to our metrics on S?. We now con-
sider only metrics in this space with positive (Gaussian/scalar) cur-
vature. This subspace is certainly non-empty: the round metric has
positive curvature! Consider animations of the round metric which,
at every frame, satisfy positive curvature. The second image in Fig.1
seems attainable, but the third metric not so as it undoubtably has
some negative curvature. One question we might ask concerns the
connectivity of this space. Do there exist positive curvature metrics
on S? which cannot be connected by a path (through positive curva-
ture metrics) to the round metric? In other words, are there distinct
islands of positive curvature metrics? More generally, what can we
say about higher notions of connectivity such as the fundamental
group (do these islands contain lakes?) or more general homotopy
groups? What about the analogous spaces for other manifolds?

It turns out that the answer to all of these questions in the case of
S? is no. We know from work of Rosenberg and Stolz, making use
of the Uniformisation Theorem, that the space of positive curvature
metrics on the 2-dimensional sphere is actually a contractible space;
see [45]. In a sense this is not too surprising, given the strict limita-
tions placed by positive curvature. When imagining positive curva-
ture geometries on S?, it is difficult to stray too far beyond objects
like the first two pictures on Fig. 1. However, if one sufficiently
increases the dimension of the sphere, a great deal of non-trivial
topology emerges in these spaces. For example, we know from the
work of Carr in [13], that the space of positive scalar curvature met-
rics on the 7-sphere has infinitely many distinct path components.
More generally, there are large numbers of manifolds whose space
of positive scalar curvature metrics has non-trivial topological infor-
mation at multiple levels. We will now attempt to give a taste of
this story.
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We begin with some preliminary considerations. As before, M
denotes a smooth closed (compact with empty boundary) manifold
of dimension n > 2. We let R(M) denote the space of all Rie-
mannian metrics on M, under its usual C*-topology; see chapter
1 of [47] for details about this topology. This in fact gives R(M)
the structure of an infinite dimensional Fréchet manifold; see chap-
ter 1 of [47]. This enormous, infinite dimensional space is convex
and so is, in a sense, not so interesting topologically. However,
by specifying some geometric constraint, C, we can restrict to the
subspace RY(M) < R(M) of metrics which satisfy this geometric
constraint. Of course, depending on the constraint, this subspace
may be empty. However, when non-empty, such subspaces may
be very interesting indeed from a topological point of view. There
are many geometric constraints which are of interest. For example,
those interested in positive curvature may wish to study the spaces
RE5=0(M), RR=O(M) or R*>O(M), the open subspaces of R(M)
consisting of metrics with positive sectional, Ricci or scalar curva-
ture respectively. Alternatively, one might be interested in geometric
conditions such as non-negative, constant or negative curvature. Al-
though we will say a few words later about some alternate geometric
constraints,® our focus here is on positive scalar curvature and on
understanding the topology of the space, R*>°(M). This problem
has aroused considerable attention in recent years.

At this point, we should bring up another space which is closely
associated with R(M). This is the moduli-space of Riemannian
metrics, denoted M(M). Before defining it we point out that two
Riemannian metrics, g and ¢’ on M, are isometric if there is a
diffeomorphism ¢ : M — M so that ¢’ = ¢*g. Here, ¢*g is the “pull-
back” of the metric g under the diffeomorphism ¢ and is defined by
the formula

¢*g(ua U)x = g(d¢x(u), d¢x(”))¢(x)>
where x € M, u,v € T, M and d¢, : T, M — Ty, M is the derivative
of ¢. This determines an action of the group Diff(M), the group of
self-diffeomorphisms M — M, on R(M). The moduli space M (M)
is then obtained as the quotient of this action on R(M) and, thus,
is obtained from R(M) by identifying isometric metrics. For some,
this is a more meaningful interpretation of the space of “geometries”

5 It is also interesting to drop the compactness requirement on M, although we
will not say much about non-compact manifolds here.
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on M, although this is a subject of debate. Restricting the above
action to a subspace of R(M) which satisfies a given curvature con-
straint leads to the moduli space of Riemannian metrics which sat-
isfy this constraint. In particular, we will consider the moduli space
of positive scalar curvature metrics: M*>%(M). To summarise, we
have the following commutative diagram, where the horizontal maps
denote projections while the vertical maps are inclusions.

R(M) ——— M(M)

| ]

R5>O(M) . MS>0(M)

The earliest results displaying topological non-triviality in the
space of Riemannian metrics of positive scalar curvature are due
to the landmark work of Hitchin in [29]. Given a closed smooth
spin manifold M, Hitchin showed, via the a-invariant, that the ac-
tion of the diffeomorphism group Diff(M) could be used to show
that, in certain dimensions, R*>°(M) is not path connected i.e.
7o(R*>%(M)) # 0. In fact, Hitchin also showed that R*>°(M) may
not be simply connected (71(R*>°(M)) # 0). We will not discuss
the details of Hitchin’s work here, as it will take us too far afield;
for a concise discussion see [47]. One immediate consequence of
Hitchin’s work is the topological difference between R*>%(M) and
M#ZO(M). As the non-triviality Hitchin exhibits arises from the ac-
tion of Diff (M), all of it disappears once we descend to the moduli
space. It is important to realise that, as later results show, it is cer-
tainly possible for topological non-triviality in R*>%(M) to survive
in M*>%(M). This is something we will discuss shortly. However
it is worth pausing for a moment to consider the implication of two
psc-metrics which lie in distinct path components of R*>%(M), being
projected to the same point in M*>%(M). It is therefore perfectly
possible for two Riemannian metrics of positive scalar curvature to
be isometric and yet not connected by a path through psc-metrics!
Intuitively, one could think of psc-metrics which are “mirror images”
of each other (and thus isometric) but for which there exists no con-
tinuous animation from one to the other which, at every frame,
satisfies the curvature constraint.

In recent years, we have learned that there is a great deal of topo-
logical non-triviality in the spaces R*>°(M) and M*>°(M). These
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results usually require that M be a spin manifold, although not al-
ways. Hitchin’s results in particular have been significantly strength-
ened to deal with higher connectivity questions; see [17], [26] and
[9]. Roughly, these results make use of a particular variation of the
Dirac index, introduced by Hitchin in [29], and show that for cer-
tain closed spin manifolds, M, and certain psc-metrics, g, there are
non-trivial homomorphisms

Ak(M7 g) : ﬂ-k(Rs>0(M)7g) - KOk—l—n-H-

The latter paper [9] by Botvinnik, Ebert and Randal-Williams con-
tains results which are particularly powerful showing that, when
the manifold dimension is at least six, this map is always non-trivial
when the codomain is non-trivial. Indeed, the non-triviality de-
tected in this paper captures not simply the non-triviality displayed
in Hitchin’s work but effectively all of the topological non-triviality
known (for spin manifolds) up to this point. Their methods are new,
highly homotopy theoretic and make use of work done by Randal-
Williams and Galatius on moduli spaces of manifolds; see [23]. At
the time of writing it appears that Perlmutter (whose work we will
briefly mention a little later) has, using techniques developed in
[44], now extended this theorem to hold for dimension 5 also. It
is important to point out however that, unlike many of the results
it subsumes, this is purely an existence result. In many papers,
including those by Crowley and Schick [17] and by Hanke, Schick
and Steimle [26], specific non-trivial elements are constructed. In-
deed, the latter paper constructs an especially interesting class of
examples, something we will say a few words about later on. Before
we can continue this discussion however, there are some important
concepts we need to introduce.

4.1. Path Connectivity, Isotopy and Concordance. As already
suggested, the logical first question when studying the topology of
the space R*7(M) (or M*>%(M)) concerns path connectivity. Is
this space path connected? Recall that earlier we mentioned that the
space of all psc-metrics on the 2-dimensional sphere S?, R*>%(S?),
is a contractible and therefore path-connected space; see [45]. This
theorem also implies that RP?, the only other closed 2-dimensional
manifold to admit a psc-metric, has a contractible space of psc-
metrics also. This is not so surprising given the constraints positive
scalar curvature place at this dimension. Indeed, in dimension 3
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the situation may be similar. We know from recent work of Coda-
Marques (see [16]) that the space R*>%(S?) is path-connected, while
a number of experts have suggested that this space may well be con-
tractible also. However, as we increase the dimension n, the scalar
curvature becomes more and more flexible and so the possibility for
more exotic kinds of geometric structure increases.

In dimension 4, for example, there are examples of 4-dimensional
manifolds whose space of psc-metrics (as well as the corresponding
moduli space) has many (even infinitely many) path components; see
for example work by Ruberman in [46] and recent work by Auckly,
Kim, Melvin and Ruberman in [2]. It should be said that the meth-
ods used here, such as Seiberg-Witten theory, are specific to dimen-
sion 4 and do not apply more generally. Moreover, the manifolds
used here are non-trivial in their own right. In particular, they are
not spheres. In fact, it is still an open question as to whether the
space of psc-metrics on the 4-dimensional sphere, R*>°(S5%), is path
connected or has any non-trivial topology at all. Given that dimen-
sion 4 is very often a special case, with features and pathologies all
of its own, we will focus on more general techniques for detecting
disjoint path components of psc-metrics for manifolds in dimensions
= 5.

In order to discuss the problem properly, there are a couple of
helpful terms we must define: isotopy and concordance. Given the
frequent use of these terms in various mathematical contexts, in
particular in studying spaces of diffeomorphisms (a context which
overlaps with ours), we will add the prefix “psc.” Two psc-metrics
go and g1 in R¥O(M) are said to be psc-isotopic if they lie in the
same path component of R*>°(M), i.e. there is a continuous path
t — g € ROM), where t € [0, 1], connecting gy and g;. Such a
path is called a psc-isotopy. The metrics gy and g; are said to be psc-
concordant if there exists a psc-metric g on the cylinder M x [0, 1],
which near each end M x {i}, where i € {0, 1}, respectively takes
the form g¢; + dt®>. Such a metric on the cylinder is known as a
psc-concordance; see Fig. 8.

It is not difficult to verify that both notions determine equivalence
relations on the set R*>Y(M), the equivalence classes of psc-isotopy
being simply the path components of R*>°(M). Moreover, it fol-
lows from a relatively straightforward calculation that psc-isotopic
metrics are necessarily psc-concordant; both [21] and [25] contain
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F1GURE 8. A psc-concordance g between gy and g;.

versions of this calculation. The idea here is to consider the “warped
product” metric g; + dt? on the cylinder M x [0, 1] arising from a
psc-isotopy {gi}e[0,1] between go and g;. Although this metric may
not have positive scalar curvature, since there may be unwelcome
negative curvature arising in the ¢-direction, it can be rescaled to suf-
ficiently slow down transition in the ¢-direction so that the positivity
of the slices can compensate and so that the resulting metric satis-
fies a product structure near the ends. Thus, given a psc-isotopy, we
can always construct a psc-concordance. This observation suggests
at least a strategy for exhibiting distinct path components of the
space R*>O(M). Namely, show that there are psc-metrics in this
space which are not psc-concordant. Given the index obstruction
discussed earlier, this turns out to be a very reasonable strategy.

Before we discuss how to exhibit distinct psc-concordance classes
(and thus distinct path components of R*>(M)), let us consider the
converse to the observation we have just made. Are psc-concordant
metrics necessarily psc-isotopic? This is an intriguing question. The
short answer is no. We know from work of Ruberman, that the
Seiberg-Witten invariant detects psc-concordant metrics which are
not psc-isotopic in the case of certain 4-dimensional manifolds; see
[46]. But, as we noted earlier, dimension 4 has some very specific
features. It might still be the case that in higher dimensions, the
two notions coincide. In particular, what about the “reasonable”
case of simply connected manifolds of dimension at least five (still
a huge class of manifolds)?

For a long time this problem remained completely open, with little
hope of progress. In [48], working in this reasonable realm of simply
connected manifolds with dimension at least five, this author gave a
partial affirmative answer to this question. The result held for a spe-
cific kind of psc-concordance arising via the Gromov-Lawson surgery
construction, a so-called Gromov-Lawson concordance (something
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we will look at shortly). But it was still completely unclear as to
how one would approach the general problem. We now have, from
substantial work by Botvinnik in [7] and [8], the following theorem.

Theorem 4.1. (Botvinnik [8]) Let M be a simply connected man-
ifold of dimension at least 5 which admits psc-metrics. Then two
psc-metrics on M are psc-concordant if and only if they are psc-
1sotopic.

Botvinnik’s work also deals with the non-simply connected case
although the story here is a little more complicated. One reason is
that, in this case, a certain space of diffeomorphisms on M x [0, 1]
may not be path-connected. This allows for the construction of more
“exotic” types of psc-concordance. The formulation of the theorem
in this case must take into account the fundamental group of the
manifold M and something called its Whitehead torsion, a notion
we will not discuss here. The proof of Botvinnik’s theorem is for-
midable, incorporating deep theorems in Differential Topology and
Geometric Analysis. This is not at all the place for an in-depth dis-
cussion of the proof. However it is worth making one remark on why
such a proof might be so difficult. Consider the possible complexity
of an arbitrary psc-concordance. The sort of psc-concordance dis-
cussed earlier, obtained by stretching a warped product metric, is
about the tamest kind of psc-concordance imaginable. It does, after
all, have a slicewise positive scalar curvature structure. But imag-
ine how such a tame psc-concordance could be made “wild,” by the
mere act of taking a connected sum, via the Surgery Theorem, with
an appropriate psc-metric on the sphere. This would not change
the topology of the cylinder, yet, if the psc-metric on the sphere was
suitably ugly, could produce a monstrous psc-concordance; see Fig.
9 below.

Indeed, it was observed by Gromov, that the problem of deciding
whether or not two psc-concordant metrics are psc-isotopic is, in
fact, algorithmically unsolvable. Gromov’s argument makes use of
the well-known fact that the problem of recognising the trivial group
from an arbitrary set of generators and relations is algorithmically
unsolvable. The idea is to build an arbitrarily complicated “unrecog-
nisable” psc-concordance which represents such an arbitrary set of
generators and relations, by means of a geometric construction us-
ing appropriate cells and attaching relations to build a representative
cellular complex. For details, see Theorem 1.1 of [8]. As Botvinnik
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original tame psc-concordance

“monster” psc-metric on sphere

FIGURE 9. A tame psc-concordance made wild by con-
nected sum with a “monster” psc-metric on the sphere.

demonstrates in his theorem, this does not mean that the problem
is impossible to solve, just that its solution requires non-algorithmic
tools, like surgery.

4.2. Positive Scalar Curvature Cobordism. For much of the
remainder of this article, we will focus on the problem of demon-
strating topological non-triviality in the space of metrics of positive
scalar curvature. An important strategy in this endeavour, is to
develop tools for constructing “interesting” examples of psc-metrics
and, in particular, interesting families of psc-metrics. By interesting,
we really mean topologically non-trivial. In the case of individual
psc-metrics, this means psc-metrics which lie in distinct path com-
ponents of the space of psc-metrics. More generally, we want to
exhibit families of psc-metrics which represent non-trivial elements
of the higher homotopy or homology groups of this space.

One approach is to make use of the action of the diffeomorphism
group. As we mentioned earlier, this was part of Hitchin’s tech-
nique in [29] where he exhibited such non-triviality at the level of
path connectivity and the fundamental group for certain spin mani-
folds. We now consider another method. The principle tool we have
for constructing examples of psc-metrics is the surgery technique
of Gromov and Lawson. Recall that, given a manifold M and a
psc-metric g on M, this technique allows us to construct explicitly a
psc-metric ¢’ on a manifold M’ which is obtained from M by surgery
in codimension at least three (an admissible surgery). In this sec-
tion, we will consider a useful strengthening of this construction.
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By way of motivation, consider a finite sequence of n-dimensional
smooth compact manifolds M, My, M, --- , My, where each M; is
obtained from M; ; by an admissible surgery. Thus, any psc-metric
go on My, gives rise by way of the Gromov-Lawson construction to
a collection of psc-metrics gg, g1, - - - , gr on the respective manifolds.
Suppose furthermore that My = M), (in practice we would need to
identify these manifolds via some diffeomorphism M, = M}, but
for the sake of exposition we ignore this). This is a sort of “cyclic”
condition on the sequence. It is important to realise that there are
many interesting ways in which surgeries can “cancel” and the orig-
inal smooth topology of M; be restored. Indeed it is even possible,
when n = 2p, that a single surgery on a p-dimensional sphere in M,
result in a manifold M; = M. In any case, assuming the sequence
is such that M is restored at the end, we may now compare the
psc-metrics gg and g. Although My = M., the psc-metric g, hav-
ing possibly undergone multiple surgeries, may look very different
from gg. So how different are these psc-metrics? Could they now lie
in different psc-isotopy classes? As we will shortly see, the answer
to this question is yes.

To better understand the effects of surgery on psc-metrics, we need
to reintroduce cobordism. Recall that a pair of smooth closed n-
dimensional manifolds M, and M; are cobordant if there is a smooth
compact (n + 1)-dimensional manifold W with 0W = My u M;. We
now consider the following question.

Question 4. Given a psc-metric, gy on My, does this metric extend
to a psc-metric, g, on W which takes a product structure near the
boundary of W7 Thus, if it exists, the resulting metric g would
satisfy § = go + dt?> near My and § = ¢; + dt*> near M, for some
psc-metric g; on Mj.

The answer to this question depends on certain topological consider-
ations. Before discussing this further we need to discuss some facts
about cobordism and surgery.

Recall that surgery preserves the cobordism type of a manifold.
Moreover, cobordant manifolds are always related by surgery. More
precisely, the fact that M, and M; are cobordant means that M;
can be obtained by successively applying finitely many surgeries
to My and vice versa. One way of achieving this is with a Morse
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function f : W — [0,1]. This is a certain smooth function satisfying
f~Y(i) = M;, where i € {0, 1}, with only finitely many critical points
all in the interior of W and satisfying the condition that, at each
critical point w, det D?f(w) # 0. Here, D?f(w) is the Hessian of f
at w. This latter condition means that critical points of f are of the
simplest possible form and, by a lemma of Morse (see [42]), there is
a choice of local coordinates z = (z1, - ,2z,4+1) near w where the
function f takes the form

p+1 n+1
2 2
f(x)zc_2$i+ me
=1 1=p+2

where f(w) = ¢ and p € {—1,0,1,--- ,n}. The number p + 1 is
referred to as the Morse index of the critical point w. Specifically,
this is the dimension of the negative eigenspace of D?f(w) and so is
independent of any coordinate choice.

Let us assume for simplicity that w is the only critical point in
the level set f~!(c) (this can always be obtained by a minor per-
turbation of the function). Then, for some € > 0, f~'[c — €, ¢ + €]
contains only w as a critical point. Moreover the level sets f~!(c+e)
are smooth n-dimensional manifolds (since they contain no critical
points) and, most importantly, f~!(c+¢) is obtained from f~!(c—e¢)
via a surgery on an embedded p-dimensional sphere. The cobordism
fHe—¢, c+e]is called an elementary cobordism, as it involves only
one surgery. Equivalently, it is also referred to as the trace of the
surgeryon f~*(c—e). All of this means that any cobordism W can be
decomposed into a collection of elementary cobordisms. Moreover,
any surgery has a corresponding cobordism, its trace, associated to
it. Thus, the sort of sequence of surgeries we introduced to motivate
this section, are more efficiently described using cobordisms.

Let us suppose now that W is given such a decomposition into
elementary cobordisms and that each is the trace of a surgery in
codimension at least three (the key hypothesis in the Surgery Theo-
rem). This is equivalent to saying that W admits a Morse function
f: W —[0,1] in which each critical point has Morse index < n — 2;
such a Morse function is regarded as admissible. Given an admissible
Morse function, f, on W then, it follows from a theorem of Gajer in
[21] and later work by this author in [48], that the Surgery Theorem
can be strengthened to extend a psc-metric gg on M to a psc-metric
on W satistying the product structure described above; see Fig. 10.
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This provides at least sufficient conditions for an affirmative answer
to question 4. Although there are a number of choices made in this
construction, the resulting psc-metric which is denoted g = g(go, f)
and known as a Gromov-Lawson cobordism, depends for the most
part only on the initial psc-metric gy and the Morse function f. The
extent to which the geometry of the psc-metric g (and in particular
g1) is affected by different choices of gy and f (given a fixed W) is
an interesting problem in its own right and something we will return
to shortly.

FiGURE 10. The Gromov-Lawson cobordism g arising
from an admissible Morse function f: W — [0,1] and a
psc-metric gy on My = f71(0)

Let us return to the problem which motivated this section. When
the Gromov-Lawson construction is applied to a psc-metric over
a finite sequence of admissible surgeries which result in a mani-
fold which is the same as the starting manifold, how different are
the starting and finishing psc-metrics? Equivalently, and more suc-
cinctly, if W is a cobordism with My = My, f : W — [0,1] is an
admissible Morse function and gy is a psc-metric on M, how “dif-
ferent” can gy and g1 = g(go, f)|a, be? In particular, could the
psc-metrics gg and g1 be in different path components of R*(M;)?
The answer to this question is yes, as we shall now demonstrate.

4.3. Non-isotopic psc-metrics. As we have mentioned there are
many compact spin manifolds whose spin cobordism class does not
lie in the kernel of the a-homomorphism and thus do not admit
metrics of positive scalar curvature. One important example of
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such a manifold is a Bott manifold, named for its role in gener-
ating Bott periodicity. We consider such a manifold, denoted B,
an 8-dimensional simply connected spin manifold which satisfies
a([B]) = 1 € KOg = Z. Importantly, a([B]) # 0 and so B ad-
mits no psc-metrics. The topology of B is well understood; see [33]
for a geometric construction. In particular, suppose we remove a
pair of disjoint 8-dimensional disks, Dy and Dy, from B. Then the
resulting cobordism of 7-dimensional spheres, W = B\(Dy u Dy),
admits an admissible Morse function.

Recalling the Gromov-Lawson cobordism construction, we let f :
W — [0,1] denote such an admissible Morse function, Sy and S;
denote the 7-dimensional boundary spheres of the cobordism W
and gy = ds2 denote the standard round metric on the Sp-boundary
sphere. We now apply the Gromov-Lawson cobordism construction.
The resulting psc-metric on W, g = g(go, f) restricts as a psc-metric
g1 on S7. Suppose now that gy and g; are psc-concordant and we
denote by h such a psc-concordance. We now obtain a contradiction:
The round psc-metric on Sy trivially extends as a psc-metric on the
disk Dy with appropriate product structure near the boundary (a
so called “torpedo” metric). By attaching the concordance h to the
other end of W, at S, we can similarly extend g; to a psc-metric on
D;. But, as Fig. 11 suggests, this results in the construction of a
psc-metric on B, something we know to be impossible. Thus, gy and
g1 are not psc-concordant and hence not psc-isotopic. Moreover, by
“stacking” multiple copies of W and repeating this process, one can
obtain infinitely many psc-metrics in R*>%(S”) which must all lie in
distinct path components.

g1 01 go 9o

FIGURE 11. The impossible geometric decomposition
of B: (left to right) the disk Dy with torpedo metric,
the cobordism W with metric g, the cylinder Sy x [0, 1]
equipped the proposed concordance h between g; and g
and the disk D; with torpedo metric




70 M.WALSH

Although this is not quite the same as Carr’s original proof in
[13], it is very close and works for the same reasons. The argument
generalises as Theorem 4.2 below. Similar arguments, making use
of the a-invariant, have been used to show that R*>%(M) has many,
often infinitely many, path components for various compact spin
manifolds M; see for example the work of Botvinnik and Gilkey in
[12].

Theorem 4.2. (Carr [13]) The space R*Z(S*1) has infinitely
many path components when k = 2.

Interestingly, the fact that R*>°(S*~1) has infinitely many path
components (when k > 2) has another important consequence, one
which answers an earlier question about topological non-triviality
surviving in the moduli space. It is known from work of Milnor, Ker-
vaire [35] and Cerf [14] that the space of self-diffeomorphisms of the
sphere, Diff(S™), has only finitely many path components, for all n.
Thus, at most finitely many of the path components demonstrated
by Carr are lost when we descend to the moduli space M*>0(S™),
meaning that this space also has infinitely many path components.
Indeed this fact can be shown to hold for certain other spin mani-
folds by using an invariant constructed by Kreck and Stolz, called
the s-invariant; see chapters 5 and 6 of [47] for a lively discussion
of the s-invariant and its applications. We will not define the s-
invariant save to say that it assigns a rational number s(M, g) € Q
to a pair consisting of a smooth closed manifold M with dimen-
sion n = 4k — 1 and a psc-metric g. The manifold itself must satisfy
certain other topological conditions concerning the vanishing of par-
ticular cohomology classes. Under the right circumstances, |s(M, g)|
is actually an invariant of the path component of the moduli space of
psc-metrics containing ¢g. Thus, it can often detect when M*>0(M)
is not path connected.

4.4. Some observations about the Gromov-Lawson Cobor-
dism Construction. We return once more to the general construc-
tion, given an admissible Morse function f : W — [0, 1] on a smooth
compact cobordism W with oW = M, u M; and a psc-metric gy on
My, of a Gromov-Lawson cobordism. Recall that this is a certain
psc-metric g = g(go, f) on W which extends gy and takes the form
of a product metric near the boundary JW. In the next section
we will discuss a “family” version of this construction where gy and
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f are respectively replaced by certain families of psc-metrics and
smooth functions. Here, we preempt this discussion by recalling the
question of the dependency of this construction on the choices of psc-
metric gy or Morse function f. Regarding gg, it is demonstrated in
[48] that the Gromov-Lawson cobordism construction goes through
without a hitch for a compact continuously parameterised family
of psc-metrics t — go(t) € R¥O(Mj), where t € K and K is some
compact space. In particular, this means that if gy and g{, are psc-
isotopic metrics on My, the resulting psc-metrics § = g(go, f) and
g =3g(g), f), as well as g1 = g|n, and g7 = §'|a,, are psc-isotopic in
their respective spaces of psc-metrics.

Perhaps a more interesting question concerns the choice of admissi-
ble Morse function. Before considering this, it is important to realise
that a given manifold W will admit many many different Morse func-
tions. For simplicity, let us assume that W is the cylinder My x [0, 1].
The projection functions schematically depicted in Fig. 12, which
are composed with appropriate embeddings of this cylinder, deter-
mine two very different Morse functions. Thus, the fact that the
cylinder is the (topologically) simplest cobordism does not prevent
the existence of Morse functions with a great many critical points.
Such Morse functions in turn lead to highly non-trivial decompo-
sitions of the cylinder into many non-cylindrical pieces. For such
a non-trivial (and admissible) Morse function, f, the psc-metrics
g(go, f) and gy, may be very complicated, especially when compared
with the analogous psc-metrics for the standard projection with no
critical points.

F1GURE 12. Two Morse functions on the cylinder M x
[0, 1], one with no critical points, one with many “can-
celing” critical points

Suppose we denote by Mor(W), the space (under the usual C'*-
Whitney topology) of all Morse functions W — [0, 1]. This space is
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always non-empty (in fact it is an open dense subspace of the space
of all smooth functions W — [0, 1]). We will assume that W is such
that the subspace Mor®*™ (W), of admissible Morse functions, is
non-empty also. It is an important fact that two Morse functions lie
in the same path component of Mor(W) only if they have the same
number of critical points of each Morse index. Consequently, the
spaces Mor(W) and Mor®™ (W) are not path-connected. In fact
each has infinitely many path components. The difference between
Mor(W) and Mor®™ (/) is simply that path components of the
former, which contain functions with critical points whose Morse
indices are not conducive to Gromov-Lawson surgery, are removed
to obtain the latter.

Due to work of Hatcher and Igusa (see [27], [32] and [31]) it is,
under reasonable hypotheses on W (assume W is simply connected
and has dimension at least six), possible to “connect up” these path
components. By this we mean extending the spaces Mor(W) (and
Mor*™(WW)) to obtain path-connected function spaces GMor(W)
(and GMor*™(W)). These path-connected spaces are known re-
spectively as the spaces of generalised and admissible generalised
Morse functions on W and fit into the diagram of inclusions below.

GMor®™ (W) GMor(W)

J J

Mor® ™ (1) —— Mor(W)

A generalised Morse function is a smooth function W — [0, 1]
which as well as Morse critical points (the ones with non-degenerate
Hessian) is allowed to have a certain kind degenerate critical point
known as a birth-death singularity. Recall we pointed out that near
a Morse critical point, the function f took on a “quadratic form.”
Roughly speaking, a birth-death singularity takes on a cubical form.
So, while the function z — 22 has a Morse critical point at 0, the
function = — 23 has a birth-death critical point at 0. Birth-death
singularities are places where certain pairs of regular Morse singu-
larities can cancel along a path through smooth functions called an
unfolding. A very simple example concerns the family of real-valued
functions, f; : R — R given by the formula

fi(x) = 2% + ta.
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When t < 0, f; is Morse with two critical points. When ¢t > 0, f; is
Morse with no critical points. The function fy(z) = 2? is a gener-
alised Morse function, with a lone birth-death singularity at = = 0.
As t moves from negative to positive the critical points move closer
together, collapsing at 0 only to disappear. Thus, from left to right,
a death and from right to left, a birth. We see a higher dimensional
variation of this in Fig. 13 below, where the projection function
on the left hand image moves through a birth-death cancellation in
the middle image to obtain the projection function (with no critical
points) on the right.

F1GURE 13. The unfolding of a birth-death singularity

We now return to the question of the dependany on the choice of
admissible Morse function, f, of a Gromov-Lawson cobordism g =
G(go, f) on W. In [49], we make use of results by Hatcher and Igusa,
to describe a parameterised version of the Gromov-Lawson cobor-
dism construction which extends the original construction over a
birth-death unfolding. In effect, we show that if f;, with ¢ € [0, 1], is
a path in the space GMor®™ (W), connecting two admissible Morse
functions on W, there is a corresponding isotopy g:(go, f:) through
psc-metrics on W extending the original construction onto gener-
alised Morse functions. In particular, we obtain that gy = g(go, fo)
and g1 = g(go, f1) are psc-isotopic. This suggests that the psc-
isotopy type of the Gromov-Lawson cobordism might be indepen-
dent of the choice of admissible Morse function. In order to show
this of course, one needs to be able to connect with such a path,
any arbitrary pair of admissible Morse functions. That is, we need
that the space GMor*™ (W) be path-connected. Fortunately, there
is a powerful theorem of Hatcher, known as the 2-Index Theorem,
which sheds considerable light on this issue; see Corollary 1.4, Chap-
ter VI of [32]. The “2-index” in the title refers to the designation of
a subspace of the space of generalised Morse functions with upper



74 M.WALSH

and lower bounds on the indices of critical points. The theorem
itself specifies levels of connectedness for such subspaces, determin-
ing that GMor®™ (1) is indeed path-connected provided W (along
with My and M) is simply connected and has dimension at least 6.
Thus, under these conditions at least, the Gromov-Lawson cobor-
dism construction is (up to psc-isotopy) independent of the choice
of admissible Morse function. Whether or not one can find non-
isotopic psc-metrics, by utilising this construction under conditions
where GMor®™ (W) is not path connected, is an interesting open
problem.

One final comment concerns the case when W = M x [0, 1]. Here,
a Gromov-Lawson cobordism g = g(go, f) is a psc-concordance of
psc-metrics go and g = g|axqy on M. Such a psc-concordance
is known as a Gromov-Lawson concordance, a specific case of the
more general notion. As a consequence of the construction just
described, we see that for simply connected manifolds of dimen-
sion > 5, Gromov-Lawson concordant psc-metrics are necessarily
psc-isotopic. Although the existence part of this result was later
subsumed by Botvinnik’s solution of the general psc-concordance
problem in [7] and [8], it is worth noting that the method used in
[49] involves the construction of an explicit psc-isotopy.

4.5. Family versions of the Gromov-Lawson construction.
The ability to exhibit multiple path components in the space of psc-
metrics, by application of the Gromov-Lawson construction, sug-
gests a role for a parameterised or “family” version of this construc-
tion in possibly recognising non-trivial higher homotopy classes of
psc-metrics. Thus, we would apply the construction to families of
psc-metrics (and in the cobordism case, families of admissible Morse
functions), with the aim of constructing families of psc-metrics which
represent non-trivial elements in the higher homotopy groups of the
space of psc-metrics.

An important first step in this regard was taken by Chernysh in
[15], who makes use of the fact that the original Gromov-Lawson
construction works on a compact family of psc-metrics to prove
the following fact: if M and M’ are mutually obtainable from each
other by surgeries in codimension > 3, then the spaces R*°(M)
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and R¥ZO(M') are homotopy equivalent.® The implication of this re-
sult is analogous to that of the original Surgery Theorem. It hugely
increases our pool of examples. In particular, once we obtain in-
formation about the topology of the space of psc-metrics for one
manifold M, we now have it for a huge class of manifolds which are
related to M by appropriate surgery. It is worth mentioning that,
in [52], this author proves an analogue of this result for manifolds
with boundary.

The idea behind the proof of Chernysh’s theorem is to consider
subspaces of R*>(M) and R*>%(M"), consisting of psc-metrics which
are already “standard” near the respective surgery spheres. These
subspaces, denoted respectively R:70(M) and RE(M') are easily
seen to be homeomorphic via the act of attaching (or removing) the
standard handle on individual psc-metrics. It then suffices to show
that the inclusion R:>0(M) < R*>%(M) is a homotopy equivalence.
From work of Palais in [43], we know that these spaces are domi-
nated by CW-complexes and so by a famous theorem of Whitehead
(Theorem 4.5 of [28]), it is enough to show that the relative ho-
motopy groups m(R*>°(M), REZ)(M)) = 0 for all k. Essentially
this means showing that any continuous map ~ : D¥ — R*>0(M),
which satisfies the condition that «|;pr maps into R:7’(M), can
be continuously adjusted (via homotopy) to a map sq, whose im-
age is contained entirely inside R:fdo(M ). The important catch is
that, at each stage in the homotopy, the restriction to dD* must al-
ways be mapped into R:>°(M). Application of the Gromov-Lawson
construction to the family of psc-metrics parameterised by v can
be shown to continuously “move” this family into the standard sub-
space Rgde(M ). Unfortunately, along the way, psc-metrics which are
already standard such as those parameterised by v|spr may be tem-
porarily moved out of R7°(M). As the damage to these metrics is
not too severe (the Gromov-Lawson construction displaying a great
deal of symmetry) this problem is solved by replacing R5>’(M) with
a larger space of “almost standard” psc-metrics which captures all
adjustments made to a standard psc-metric by the Gromov-Lawson

6 The original proof of Chernysh’s result was, mysteriously, never published.
In [50], this author provided a shorter version of the proof, using Chernysh’s
method, but making use of the heavy lifting done in [48] regarding a parameterised
Gromov-Lawson construction. Although this paper is rather terse, an extremely
detailed version of the proof of this theorem is provided in [52].
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construction. As this space is not too much larger or more compli-
cated than R:3(M), it is then reasonable to show that the spaces of
standard and almost standard psc-metrics are homotopy equivalent.

In [49], this author describes another family construction for pos-
itive scalar curvature metrics. The idea is to consider a smooth
fibre bundle, the fibres of which are diffeomorphic to a cobordism
W (of the type described above), over a smooth compact “base”
manifold B. The total space of this bundle, denoted E, is equipped
with a smooth function F' : £ — B x [0,1], which restricts on
each fibre E, ~ W over b € B, as an admissible Morse function
F, = Flg, : By — {b} x [0,1]. The function F' is known as a fi-
brewise admissible Morse function and is depicted schematically in
Fig. 14 below. This figure also includes critical points which, in the
picture, form 1-dimensional closed curves in the total space E as do
their images, the critical values, in B x [0, 1]. Of course in practice
the set of critical points (when non-empty) will have dimension the
same as the base manifold, B. As such schematic pictures are lim-
ited (especially in dimension), we have depicted this bundle as if it
were a trivial product bundle £ =~ B x W. In practice however, the
bundle need not be trivial.

Total Space F

Fibre L

FIGURE 14. The fibrewise admissible Morse function F

Suppose we have a smooth family of psc-metrics B — R*>%(M),
b — go(b). It is then possible to construct a metric G on the total
space E of the bundle which, for each b € B, restricts on the fibre
By as the Gromov-Lawson cobordism metric associated to the psc-
metric go(b) and the admissible Morse function Fj,. Thus, G can be
used to represent a continuous family of psc-metrics on W and by
appropriate restriction, on M;. One important point here is that, as
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the bundle £ may be non-trivial, the fibres are only diffeomorphic
to W, and not canonically so. Thus, in a sense this method is
more conducive to obtaining families of psc-metrics on the moduli-
spaces of psc-metrics on W and M;. That said, a little later we
will consider applying this construction to a bundle whose total
space, near its boundary, takes the form of a product M; x [0, €) x B
with ¢ € {0,1}, even though the bundle itself is not trivial. This
means that the metric G obtained from this construction determines,
by restriction, a family of psc-metrics which unambiguously lies in
R*>9(M;). For now, let us consider an application to the moduli
space of psc-metrics.

In [10], Botvinnik, Hanke, Schick and this author exhibit non-
triviality in the higher homotopy groups of the moduli space of psc-
metrics, M*>%(M), for certain manifolds M, using this construc-
tion. Initially, we work with a variation of the moduli space which
is worth discussing. Recall that M(M), is obtained from the space
of Riemannian metrics on M, as a quotient of the pull back action of
Diff(M). We now consider a certain subgroup of Diff (M), denoted
Diff,, (M) where zy € M is a fixed base point. This is the subgroup of
diffeomorphisms which fix xy and whose derivative at x is the iden-
tity map on T, M. Thus, elements of Diff, (M) all leave the point x
and directions emanating from this point unaltered. This point can
be thought of as a sort of “observer point” on the manifold. After
restricting the pull back action to this subgroup of observer respect-
ing diffeomorphisms, we obtain M, (M) = R(M)/Diff,, (M), the
observer moduli space of Riemannian metrics on M. By replacing
R(M), with R*>O(M) (or RR>0 R5>0()[)), we obtain the ob-
server moduli space of Riemannian metrics of positive scalar (Ricci,
sectional) curvature, denoted ME70(M) (MEC>0(M), M= (M)).
Regarding this space, the main result of [10], is stated below.

Theorem 4.3. [10] For any k € N, there is an integer N (k) such
that for all odd n > N(k), and all manifolds M admitting a psc-
metric, g, the group m(M:=(M™),[g]) is non-trivial when i < 4k
and 1 =0 mod 4.

In discussing the proof of this result it is important to realise
that, unlike Diff (M), the subgroup Diff, (M) acts freely on R(M).
This gives us some useful topological information about the resulting
moduli space M, (M). Consider first the case when M is the sphere,
S™. We have the following calculation, due to Farrell and Hsiang
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in [19], which helps explain some of the hypotheses of the theorem
above. For any k € N, there is an integer N (k) such that for all odd
n > N(k),

Q ifz=0 mod 4,
0  otherwise.

mi(Me, (5")) ® Q = {

Thus, for appropriate ¢ and n, we now have lots of non-trivial ele-
ments in the groups m;(M,,(S™)) to work with. So how does this
calculation help us? We have the inclusion

M (™) = My, (™),
which induces homomorphisms of rational homotopy groups
mi(M3; (™) ® Q — mi(My, (™)) @ Q.

If, for some ¢ = 4m, we can show that some of the non-trivial ele-
ments in Farrell and Hsiang’s calculation are in the image of such
a homomorphism, then we have exhibited non-triviality in the ob-
server moduli space by way of non-trivial elements in 7y, (M5>°(S™).
Note that the dimension n (which is required to be odd) may be
large.

In [10], we show that all of the Farrell-Hsiang elements are in
the image of such a homomorphism. The idea is as follows. From
work of Hatcher, we know that every element of m;(M,,(S™)) ® Q
determines a specific S bundle over S°. These “Hatcher bundles”
come naturally equipped with fibrewise admissible Morse functions
on their total spaces; a comprehensive description is given by Gotte
in [24]. The fact that the fibres are spheres (and not manifolds with
boundary) is not a problem here. One defines the fibrewise Morse
function first on a bundle of “southern” hemispherical disks with
global minima on the south poles. On the remainder of the disk,
the function has a pair of “canceling” critical points; see Fig. 15 for
a depiction of the gradient flow of such a function on the disk.

We then form a fibrewise “doubling” of this disk bundle and its
fibrewise Morse function to obtain a sphere bundle, the Hatcher
bundle. Away from the polar maxima and mimina, each fibre func-
tion has four remaining critical points with appropriate cancellation
properties. Regarding the metric construction we equip, in a fibre-
wise sense, a neighbourhood of each south pole with a “torpedo”
metric, before using the Gromov-Lawson cobordism construction to
extend past the critical points to a family of psc-metrics on the
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F1GURE 15. The gradient flow of the restriction of the
Hatcher fibrewise Morse function to one hemisphere of
one spherical fibre

hemispherical disk bundle. This is then “doubled” to obtain the de-
sired fibrewise psc-metric on the total space of the Hatcher bundle,
representing a “lift” of a non-trivial element of m;(M,,(S™)) to a
necessarily non-trivial element of 7T¢(./\/lf30>0(5’")). This proves Theo-
rem 4.3 in the case when M is the sphere. To complete the proof, the
authors show that taking a fibrewise connected sum of such a repre-
sentative bundle with an n-dimensional manifold M (equipped with
a psc-metric), gives rise to non-trivial elements in m;(M3>0(M)).

One important observation about the above result is that the tech-
nique used to prove it does not make use of the index obstruction
«. Indeed, the method applies to both spin and non-spin mani-
folds, provided they admit psc-metrics and satisfy the appropriate
dimension requirements. As far as we are aware, this is the first re-
sult displaying such non-triviality in any space of psc-metrics which
does this. Returning to the regular moduli-space, we have the fol-
lowing. Using some deep arguments from algebraic topology (which
we will not discuss here), the authors show that for certain suitable
manifolds M, this non-triviality carries over to the traditional mod-
uli space M*>Y(M). Interestingly, these suitable odd-dimensional
manifolds are all non-spin.

We close this section with a brief discussion of a useful strength-
ening of this family Gromov-Lawson cobordism construction. Re-
call our earlier discussion on generalised Morse functions. We now
reconsider the earlier smooth fibre bundle, with fibres diffeomor-
phic to a cobordism W, over a smooth compact “base” manifold B.
The total space of this bundle, denoted FE, is now equipped with
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a smooth function F' : E — B x [0, 1], which restricts on each fi-
bre Ey, =~ W over b e B, as an admissible generalised Morse function

= F|g, : B, — {b} x [ , 1]. The function F' is known as a fibrewise
admissible generalised Morse function and is depicted schematically
in Fig. 16 below. This allows for a variation in the numbers of
critical points on fibres as certain Morse critical points may now
cancel. In this figure, which suppresses the critical points depicted
in Fig. 14, the fibres F,, E, and E. depict stages of the unfolding of
a birth-death critical point, with two critical points at E, canceling
at Ejp. We now consider an application.

Total Space FE

{a,b,c} x [0,1]

Fibres E,, Ey, E.

F1GURE 16. The fibrewise admissible generalised Morse
function F

In [26], Hanke, Schick and Steimle construct a rather fascinating
collection of objects. Recall, for any 4k-dimensional spin manifold,
we can associate a number A(M ) € Z, the so-called A-genus. It is
well known that this topological invariant, which depends only on
the cobordism type of M, is multlphcatlve That is, given a product
of manifolds M x N, we know that A(M x N) = A(M)A(N) What
was not clear was whether this multiplicitivity held in manifold bun-
dles. A fibre bundle (unless it is trivial) is of course a “twisted prod-
uct” and, like the Mobius band, only locally behaves like a regular
product. In [26], the authors demonstrate that there exist certain
manifold bundles, the fibres and base manifolds of which are com-
pact spin manifolds but where the /Al—genus of the total space is not
the product of the fl—genera of the fibre and base. In particular,
they show that there are bundles over the sphere, the total space
of which is a spin manifold with non-zero fl—genus, but with fibres
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having A =o. Thus, we have a spin manifold with non-zero A-
genus which decomposes as a “twisted product” of spin manifolds
each with zero A-genus!

This allows for an intriguing analogue of the Bott manifold con-
struction we performed earlier. The authors show that one can con-
struct bundles of the following form. Each bundle has base manifold
a sphere, S*, and fibre a cobordism of n-dimensional spheres which
we denote Sy and S; to distinguish the bottom and top ends of the
cobordism. There are certain dimension requirements on n and k
which we will ignore. The bundle also has the property that, near
its boundary, the total space E has a product structure. Thus, the
total space has a well-defined bottom and top which take the form
S; x [0,€) x S¥ with i € {0,1}. There is thus an obvious way of cap-
ping off the ends of the total space with appropriate disk products,
D; x S* where Dy and D; are (n + 1)-dimensional hemispheres, to
form a closed manifold E, from the total space. Crucially, the closed
spin manifold E is such that A(E) +# 0.

Now, the fibres of this bundle are such that the total space admits
a fibrewise admissible generalised Morse function. Thus, given a
family of psc-metrics on Sy, parameterised by the base manifold S*,
we can apply the family Gromov-Lawson cobordism construction
(strengthened for generalised Morse functions) above to obtain a
psc-metric G on the total space E, which restricts to a family of psc-
metrics on S; also parameterised by S*. For simplicity, let us assume
that the family of psc-metrics on Sy is trivial, i.e. is constantly the
round metric. Thus, at the lower end of the total space E we have a
standard cylindrical product of round metrics which easily extends
as a positive scalar curvature metric on the “southern cap” of F.
As with the Bott manifold example earlier, we know that no such
extension is possible at the northern cap of E. This is because
A(E) # 0 and so F admits no psc-metrics. Hence, the family of
psc-metrics obtained on the sphere Sy is homotopically distinct from
the trivial one on Sy and thus constitutes a non-trivial homotopy
class in m,(R*>%(5™)). The authors go on to obtain a number of very
interesting results concerning non-triviality in both the space of psc-
metrics and its moduli space for certain manifolds. In particular,
they prove the following theorem.

Theorem 4.4. (Hanke, Schick, Steimle [26]) Given k € N u {0},
there is a natural number N(k) such that for all n = N(k) and
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each spin manifold M*"~*+1 admitting a psc-metric gy, the homotopy
group m(R*>°(M); go) contains elements of infinite order when k =
1 and infinitely many distinct elements when k = 0.

To distinguish some of the non-trivial elements constructed in this
paper from those constructed by Hitchin in [29] or by Crowley and
Schick in [17] (all of which become trivial in the moduli space), the
authors introduce the notion of “geometrically significant” elements.
Essentially, elements of m,(R*>°(M); go) are not geometrically sig-
nificant if they can be obtained from a single fixed psc-metric on M
via pull-back over an S*-parameterised family of oriented diffeomor-
phisms M — M. Otherwise such an element is geometrically sig-
nificant. Obviously, non-geometrically significant elements become
trivial in the homotopy groups of the moduli space M*>%(M). The
authors go on to show that many of the elements they construct are
in fact geometrically significant. In particular, in the case when the
manifold M satisfies the additional hypothesis of being the fibre of
an oriented fibre bundle over the sphere S**! whose total space has
vanishing A-genus, then the groups mp(M*>°(M); [go]) also contain
elements of infinite order.

In closing this section, we should mention a very significant re-
cent result of Nathan Perlmutter concerning spaces of Morse func-
tions. In [44], he constructs something called a cobordism category
for Morse functions. We will not attempt to define the term cobor-
dism category here except to say that it (and in particular its as-
sociated classifying space) allows us to view the set all manifolds
of a particular dimension as a single “space of manifolds” and from
this distill aspects of the structure which are stable under certain
operations such as surgery. This idea, which is still relatively new,
was developed by Galatius, Madsen, Tillmann and Weiss in [22].
Here the authors use it to provide a new proof of a famous prob-
lem called the Mumford Conjecture, following the original proof by
Madsen and Weiss in [39].

Various versions of cobordism category exist which deal not sim-
ply with manifolds, but with manifolds equipped with extra struc-
ture, such as Riemannian metrics, complex or symplectic structures.
In Perlmutter’s case, he considers a category which, very roughly,
has as objects n-dimensional manifolds (embedded in a dimension-
ally large Euclidan space) and as morphisms, (n + 1)-dimensional
manifolds with boundary which form cobordisms between objects.
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Importantly these cobordisms come with a Morse function which
arises as the projection, onto a fixed axis, of an embedding of the
cobordism in Euclidean space (such as that depicted in Fig. 12).
Perlmutter’s results extend work of Madsen and Weiss in [39] on
understanding the homotopy type of the classifying space of this
category, to deal with subcategories where the Morse functions have
bounds placed on the indices of their critical points. In particular,
Perlmutter sheds a great deal of light on the case of admissible Morse
functions. This is something which, as Perlmutter explains in his
paper, has great significance for positive scalar curvature, particu-
larly in the construction and analysis of a positive scalar curvature
cobordism category.

4.6. H-Space and Loop Space Structure. We close this section
with a very brief discussion regarding another aspect of the topol-
ogy of the space of positive scalar curvature metrics. Up to now,
our search for topological information has essentially meant a search
for non-trivial elements of the homotopy groups of the space. We
should mention that, although we have not discussed the homology
or cohomology of spaces of psc-metrics, there is certainly non-trivial
topological information there also, much of it following from that
found in the homotopy groups. Indeed, in the paper by Hanke,
Schick and Steimle above, [26], the authors explicitly show that the
infinite order elements they construct in m(R*>°(M); go) have infi-
nite order images in the corresponding homology groups, under the
Hurewicz homomorphism: 7 (R*>(M); go) — H(R*>°(M)). We
now examine the space of psc-metrics for a layer of structure which
has substantial homotopy theoretic implications. This concerns the
question of whether or not R*>(M) admits a multiplicative H-space
structure or, more significantly, whether this space has the structure
of a loop space.

We begin with multiplication. A topological space, Z, is an H-
space if Z is equipped with a continuous multiplication map p :
Z x Z — Z and an identity element e € Z so that the maps from
Z to Z given by x — pu(z,e) and x — p(e,x) are both homotopy
equivalent to the identity map = — x.” An H-space Z is said to be
homotopy commutative if the maps p and pow, where w : Z x Z —
Z x Z is the “flip” map defined by w(z,y) = (y,x), are homotopy

" There are stronger versions of this definition (see section 3.C. of [28]), however
all of these versions coincide with regard to the spaces we will consider.
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equivalent. Finally, Z is a homotopy associative H-space if the
maps from Z x Z x Z to Z given by (z,y,z) — pu(u(z,y),z) and
(x,y,2) — p(x,u(y,z)) are homotopy equivalent. The condition
that a topological space is an H-space has various implications for
its homotopy type and specifically in homology; see section 3.C.
of [28]. For example, H-space multiplication gives the cohomology
ring the structure of an algebra, a so-called Hopf algebra. Another
consequence is that the fundamental group of an H-space is always
abelian. Hence, it is worth investigating if such structure can be
found in our spaces of psc-metrics.

Recall Corollary 3.3of the Surgery Theorem. Manifolds of dimen-
sion > 3 admitting psc-metrics may be combined by the process
of connected sum to obtain new manifolds admitting psc-metrics.
Thus, we have a “geometric connected sum” construction as opposed
to a purely topological one. Consider now a pair of psc-metrics on
the sphere, S”, with n > 3. Given that a connected sum of spheres
is still a sphere, we now have a way of combining these psc-metrics,
via this geometric connected sum, to obtain a new psc-metric on
the sphere. This suggests a possible multiplicative structure on the
space of psc-metrics on S”. There are a number technical issues
to overcome. In particular, the various choices involved in the con-
nected sum construction mean that, as it stands, this operation is far
from well-defined. However, it is shown by this author in [51] that
a careful refinement of this geometric connected sum construction
leads to the following result.

Theorem 4.5. [51] When n > 3, the space R*7°(S") is homo-
topy equivalent to a homotopy commutative, homotopy associative
H-space.

The following corollary follows from a standard fact about H-spaces
(mentioned above) when n > 3 and from the fact that R*>°(S") is
contractible when n = 2.

Corollary 4.6. [51] When n = 2, the space R*7(S™) has abelian
fundamental group.

The idea behind the proof of Theorem 4.5 is to replace R*>°(S™)
with a particular subspace, R:7"(S™), of metrics which take the form
of a standard torpedo metric near a fixed base point (the north pole
say). As discussed earlier in the proof of Chernysh’s theorem, the

inclusion R:7(S") < R*>Y(S") is a homotopy equivalence and so it
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suffices to work with the subspace. At least now there seems to be
a well-defined way of taking connected sums: just remove the caps
near the north poles of two such standard psc-metrics and glue. Of
course the problem here is that the resulting psc-metric no longer has
a standard torpedo at its north pole. We get around this problem
by using an intermediary “tripod” metric, as shown in Fig. 17.
This metric, as well as having a north pole torpedo, also has two
identical torpedo attachments in its southern hemisphere. These
southern torpedoes are used to connect distinct psc-metrics in the
space, while the northern torpedo ensures that the multiplication
is closed. The reader should view Fig. 17 as an equation with
the highlighted tripod metric playing the role of a multiplication
sign. Verifying that this multiplication is homotopy commutative is
not so difficult, the homotopy in question being a simple rotation.
Ensuring homotopy associativity is a little more complicated and

involves a very careful sequence of geometric manouvres; details can
be found in [51].
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v

FIGURE 17. Mulitplying two metrics in RE30(S™)

There is another level of structure, one which goes deeper than H-
space structure, which we now consider. Given a topological space
Y with a fixed base point yy € Y, we define the loop space of Y
denoted QY as the space of all continuous maps v : [0,1] — Y so
that v(0) = (1) = yo. Repeated application of this construction
yields the k-th iterated loop space QFY = Q(Q---(QY)) where at
each stage the new base point is simply the constant loop at the
old base point. It is a fact that every loop space is also an H-
space with the multiplication determined by concatenation of loops.
However the condition of being a loop space is stronger and an H-
space may not even be homotopy equivalent to a loop space. As
before, such structure has important topological consequences and
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knowing for example that a topological space Z has the homotopy
type of a loop space (that is Z is homotopy equivalent to QY for
some topological space Y) or better yet an iterated loop space is
very helpful in understanding homotopy type.

Bearing in mind the case of R*>%(S"), we consider the problem
of how to tell if a given H-space has the structure of a loop space.
In general, this is a complicated problem concerning certain “co-
herence” conditions on the homotopy associativity of the multipli-
cation. Roughly speaking, given an H-space Z, we compare the
different maps obtainable from a k-fold product, Z*, to Z by priori-
tizing (with appropriate brackets) the multiplication of components.
For example, in the case when k£ = 4, two such maps are given by:

(a,b,c,d) — (ab)(ed) and (a,b,c,d) — ((ab)c)d,

with H-space multiplication now denoted by juxtaposition. These
maps may not agree on the nose, but we would like that they are
at least homotopic. In the case when k = 3, this is precisely the
homotopy associativity condition defined above. Returning to the
case when k = 4, there are 5 maps to consider. These can be denoted
in specific fashion by vertices of a pentagonal polyhedron P; see Fig.
18. Suppose we can specify a map

Px7Z'— Z

which restricts as these various “rebracketing” maps on the ver-
tices and, on the edges, specifies homotopies between specific vertex
maps. We then say that Z is an Ay-space. More generally, for each
k there is a corresponding polyhedron which describes these higher
associativity relations, leading to the notion of an A space. This
approach was developed by James Stasheff and so these shapes are
known as Stasheff polyhedra (or sometimes as “associahedra”). A
space which is A, for all £ is known as an A.-space. It is a theorem
of Stasheff that a space is an A, -space, if and only if it is a loop
space; see Theorem 4.18 in [40].

When it comes to deciding whether or not a space is an iterated
loop space, these coherence conditions are more efficiently described
using the notion of an operad. An operad is not something we will
define here except to say that it is a collection of topological spaces
with combinatorial data. Operads (potentially) act on topological
spaces in a way which captures at a deeper level, the sort of associa-
tivity information described above. The idea of an operad arose out
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(ab)(cd)

((ab)c)d a(b(cd))

(ab)e a(bc)

(a(be))d a((bc)d)

FI1GURE 18. Stasheff polyheda for threefold and fourfold
multiplication

of work by Boardman, Vogt and May on the problem of recognising
whether a given topological space is an iterated loop space and has
since seen wide application in various areas including graph theory
and theoretical physics; see [40] for a comprehensive guide. Using
their so-called Recognition Principle (Theorem 13.1 from [41]), this
author was able to prove the following strengthening of Theorem 4.5
above.

Theorem 4.7. [51] When n > 3, R¥*°(S™) is weakly homotopy
equivalent to an n-fold loop space.

The proof involves demonstrating an action on R*>%(S") of a cer-
tain operad known as the operad of n-dimensional little disks and
makes use of something called the “bar-construction” on operads
and in particular Theorem 4.37 of [6]. Roughly, the bar construc-
tion allows us to replace the original operad with something which is
a little more “flexible” regarding the various geometric manoeuvres
on metrics needed to satisfy the associativity conditions required
by the operad action. One important point is that, although this
works fine for path connected spaces, R¥>%(S™) is usually not path
connected. Thus, initially our result held only for the path compo-
nent of R¥>%(S") containing the round metric. There is however, a
way around this. The theorem holds for all of R*>%(S™) provided the
operad action induces a group structure on the set of path compo-
nents, mo(R*7Y(S")); see Theorem 13.1 of [41]. In the end, the proof
that such a group structure existed (specifically that elements had
inverses) turned out to be a substantially difficult problem. It is true
however, but requires as heavyweight a result as the Concordance
Theorem of Botvinnik, Theorem 4.1 above.
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5. SOME RELATED WORK

As we have previously stated, positive scalar curvature is just one
of many curvature constraints we might consider. It is important
to realise that a good deal of work has been done on understanding
the topology of spaces (and moduli spaces) of metrics which satisfy
other geometric constraints. We will finish this article by taking
a brief look at some of the results concerning these other spaces,
before closing with some words on a recent and highly significant
result by Sebastian Hoelzel concerning surgery. Much of what we
discuss below is drawn from Tuschmann and Wraith’s extremely
useful book on moduli spaces of Riemannian metrics, [47].

5.1. Spaces of metrics satisfying other curvature constraints.
Early in this article we discussed the general notion of a geometric
(in particular curvature) constraint C' on Riemannian metrics on
a smooth manifold M, leading to a subspace, RY(M) < R(M), of
Riemannian metrics which satisfy C'. So far we have only considered
the case when C' is the condition of having positive scalar curvature.
So what about other curvature constraints?

Without even leaving the scalar curvature, one might consider for
example the space, R*<Y(M), of all Riemannian metrics of nega-
tive scalar curvature on a smooth manifold M. Temporarily, we
will drop the compactness assumption on M and allow that M may
be compact or not. We know from a previously mentioned result
of Lohkamp [38], that for any such M with dimension n > 3, the
space R*<%(M) is non-empty. From the Gauss-Bonnet theorem we
know that there are 2-dimensional closed manifolds for which this
does not apply: the sphere, projective plane, torus and Klein bot-
tle. Lohkamp goes on to prove a great deal more. In particular,
he proves that these non-empty spaces are actually all contractible!
Even more amazingly, these results hold just as well if we replace
negative scalar with negative Ricci curvature and the same is also
true of the corresponding negative scalar and negative Ricci curva-
ture moduli spaces. The proofs behind these facts are highly non-
trivial but at their geometric heart is the fact that negative Ricci
and scalar curvature display a great deal more flexiblity regarding
local metric adjustment than do their positive counterparts.

Continuing with the theme of negative curvature, and given the
comprehensive results by Lohkamp in the scalar and Ricci case, it
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remains to consider negative sectional curvature. This case is a little
more interesting. In the case when M is a 2-dimensional surface,
the story is intimately connected with Teichmiiller theory. Without
opening a discussion of this subject here, it can be shown that the
space, R5¢<0( M), of negative sectional curvature metrics on a closed
oriented surface, M, with genus at least 2, is homotopy equivalent to
an object called the Teichmiiller space of M, denoted T (M). This
space, which is a complex manifold obtained as a certain quotient of
the space of complex differentiable structures on M, is known to be
contractible; see section 9 of [47]. In higher dimensions, the story is
a little different and requires an analogue of 7 (M) known as the Te-
wchmaller space of Riemannian metrics on M. There are a number
of recent results on this subject, due to Farrell and Ontaneda (see
for example [20]), which show a multiplicity of path components and
non-triviality in the higher homotopy groups of the space R5¢¢<0( M)
(and its moduli space), for certain closed manifolds admitting hy-
perbolic metrics. Typically, the dimension of these manifolds is at
least 10.

Another interesting case concerns that of the positive Ricci cur-
vature. The earliest result concerning topological non-triviality in
spaces of such metrics concerns the moduli space of positive Ricci
curvature metrics. It is due to Kreck and Stolz and utilises their
s-invariant. Recall that, under reasonable circumstances, the s-
invariant s(M,g) € Q is an invariant of the path component of
[g] € M*>0(M). Thus, it suffices to find a manifold M which has
metrics of positive Ricci curvature (such metrics necessarily have
positive scalar curvature) with distinct s-values to demonstrate that
MPBIEO0(AT) is not path-connected. In [36], Kreck and Stolz show
that there exist closed 7-dimensional manifolds for which the moduli
space of positive Ricci curvature metrics has in fact infinitely many
path components. The manifolds themselves are part of a class of
examples, constructed by Wang and Ziller in [53], of bundles over
the manifold CP? x CP! with fibre S'. Each such manifold admits
infinitely many Einstein metrics (metrics of constant Ricci curva-
ture) with positive Einstein constant (thus positive constant Ricci
curvature). Importantly, the authors compute that for each of these
manifolds, every element of this infinite collection of positive Ricci
curvature metrics has a different s-invariant.
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A further application of the s-invariant was used by Wraith in
[58] to extend Carr’s theorem on the space of psc-metrics on spheres
of dimension 4k — 1, with & > 2, to the positive Ricci case. In
particular, Wraith’s result applies not just to standard spheres but to
certain exotic spheres also. In dimensions 4k —1 with £ > 2, Wraith
considers certain collections, denoted Py, of smooth spheres which
are topologically the same as but not necessarily diffeomorphic to
the standard sphere. These spheres are the boundaries of certain 4k-
dimensional manifolds which are parallelisable (have trivial tangent
bundle), constructed via a process called plumbing (a topological
construction with certain similarities to surgery). Building on some
of his earlier constructive results concerning the existence of positive
Ricci curvature metrics in [55], [56] and [57], Wraith proves the
following.

Theorem 5.1. (Wraith [58]) For any sphere %=1 e bPy, with
k > 2, each of the spaces RYV(S¥HY) and MRCO(S4-1) hgs
infinitely many path components.

Regarding positive Ricci curvature, we should finally mention one
very recent result concerning the observer moduli space of positive
Ricci curvature metrics. Botvinnik, Wraith and this author have
recently proved a positive Ricci version of Theorem 4.3, in the case
when the underlying manifold M is the sphere S™; see [11]. Thus,
in appropriate dimensions, the space ME;DO(S”) has many non-
trivial higher homotopy groups. As yet, it is unclear how this result
might be extended to other manifolds or to the regular moduli space.
The proof works for essentially the same topological reasons as the
original, however the geometric construction is very different and
relies on certain gluing results of Perelman.

There are a number of results concerning positive and also non-
negative sectional curvature for closed manifolds. Regarding posi-
tive sectional curvature, Kreck and Stolz in [36] have demonstrated
that for a certain class of closed 7-dimensional manifolds known as
Aloff-Wallach spaces (see [1] for a description), the corresponding
moduli spaces of positive sectional curvature metrics are not-path
connected. The strategy here, which again makes use of the s-
invariant, is similar to that used in the positive Ricci case for the
Wang-Ziller examples described above. Indeed, regarding this pos-
itive Ricci result, it was later shown by Kapovitch, Petrunin and
Tuschmann in [34] that there are closed 7-dimensional manifolds
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(of the class constructed by Wang and Ziller) for which the mod-
uli space of mon-negative sectional curvature metrics has infinitely
many path components. A more recent example can be found in
[18]. We should also point out that there are a number of interest-
ing results concerning topological non-triviality in the moduli space
of non-negative sectional curvature metrics for certain open mani-
folds; see in particular work by Belegradek, Kwasik and Schultz [5],
Belegradek and Hu [4] and very recently Belegradek, Farrell and
Kapovitch [3].

5.2. Extending the Surgery Theorem to other curvatures.
Let us step back once more to consider the general problem of un-
derstanding the topology of a space RY(M) of Riemannian met-
rics on a smooth manifold M which satisfy a given curvature con-
straint C'. One of the key tools in understanding this problem in
the case where (' is positive scalar cuvature, is surgery and, in par-
ticular, the Surgery Theorem of Gromov-Lawson and Schoen-Yau.
Typically, stronger curvature notions do not behave as well under
surgery. The Surgery Theorem as currently stated is simply false if
we replace positive scalar curvature with positive Ricci or sectional
curvatures. However, this does not mean that there are not certain
circumstances under which a curvature condition might be preserved
by appropriate surgeries. Indeed, given the power of surgery in con-
structing examples, understanding how the Surgery Theorem might
extend for other curvature notions is an obvious priority.

One example of such an extension is due to Labbi in [37] and
concerns a notion called p-curvature. Given a smooth Riemannian
manifold M of dimension n and an integer p satisfying 0 < p < n—2,
there is a type of curvature s, defined as follows. For any x € M
and any p-dimensional plane V < T, M, we define the p curvature
sp(x, V') to be the scalar curvature at « of the locally specified (n—p)-
dimensional submanifold determined by V*. Thus, when p = n — 2,
V't is a 2-dimensional subspace of T, M and so this is precisely the
definition of the sectional curvature. When p =0, V = {0} € T, M
implying that V+ = T, M and sy(z, {0}) = s(z), the scalar curvature
at x. The p-curvatures therefore, are a collection of increasingly
stronger curvature notions from scalar (when p = 0) all the way
up to sectional (when p = n —2). The Ricci curvature does not
appear exactly as one of the p-curvatures but can be described in
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an equation involving the scalar curvature, sq, and 1.8 In [37], by
a careful analysis of the the construction of Gromov and Lawson in
[25], Labbi proves the following extension of the Surgery Theorem.

Theorem 5.2. (Labbi [37]) Let M and M’ be smooth manifolds of
dimension n with M’ obtained from M by a surgery in codimension
> 3+ p, where 0 < p < n—2. Then if M admits a Riemannian
metric of positive p-curvature, so does M’.

Later, an analogous extension of the Surgery Theorem with appro-
priate codimension hypotheses was worked out by Wolfson in [54]
in regard to a curvature constraint called positive k-Ricci curvature.
As these results share a common origin in the work of Gromov-
Lawson and Schoen-Yau, a natural idea would be to extrapolate the
general principle and find a theorem which subsumes all of these
individual cases. Precisely this was done in a remarkable paper by
Sebastian Hoelzel; see [30]. Hoelzel defines the idea of a curvature
condition C' which is stable under surgeries of a certain codimension
and proves a comprehensive generalisation of the original Surgery
Theorem covering all the previous curvature extensions and many
more. He further goes on to prove an extension of the classification
of simply connected manifolds of positive scalar curvature, Theorem
3.4above, to this general setting. In better understanding spaces of
metrics which satisfy a curvature constraint C, an especially nice
next step would be a “family” or paramaterised version of Hoelzel’s
theorem.
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In the preface Serre tells us that he based Finite Groups on hand-
written notes from a course he taught in the late 1970’s, available
at arXiv:math/0503154 (in French), recently translated, revised and
expanded. As one might expect from the author, the book is beau-
tifully written. Results are either proved in full, or the gaps high-
lighted and referenced. However it is certainly not an introduction
to group theory and might be more accurately titled ‘Finite Groups:
an apprenticeship’. The text proceeds at break-neck speed and im-
portant results and methods are relegated to the exercises. As well
as being of interest to graduate students, non-specialists can dip into
the book to learn about particular topics. Specialists will appreci-
ate the efficient development of the theory and the elegance of the
proofs.

Serre does not define what a group is. Instead, he begins with
the notion of a G-set, which reflects the fact that every group is the
group of symmetries of some set. By page 6 he has defined normal
and characteristic subgroup, simple group (a key topic of interest
throughout the book) and proved the Jordan-Hélder theorem on
the uniqueness of composition factors. His choice of results of Gour-
sat and Ribet in Section 1.4 is a bit idiosyncratic. The exercises
indicate the sophistication expected of the reader: they cover the
n-transitivity of G-sets and showing that the alternating groups A,
are simple, for n > 5.

Chapter 2 gives a conventional but efficient treatment of Sylow’s
three theorems. In addition to Burnside’s fusion theorem, Serre
proves Alperin fusion theorem: that the conjugation of p-elements is
p-locally controlled (i.e. in the normalizers of non-trivial p-subgroups).
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This anticipates the current theory of Fusion Systems. Generaliza-
tions of Sylow subgroups are described, including Hall subgroups of
solvable groups (the subject of a later chapter), tori of compact Lie
groups and Borel subgroups of linear algebraic groups. The exer-
cise include results on normal p-complements, and determining the
groups of order pq and the Sylow subgroups of symmetric groups.

The next chapter deals with solvable and nilpotent groups. It is
disappointing that the structure theorem for finite abelian groups,
although stated, is not proved. Applications of solvable groups to
ruler and compass constructions, Galois theory and proving that C
is algebraically closed are described. Hall-Burnside’s theorem on
p/-groups of automorphisms of p-groups is also covered. J. Thomp-
son proved that a finite group is solvable if and only if all its two
generator subgroups are solvable. The proof (omitted!) reduces to
checking ‘minimal’ simple groups. This prefigures the use of the
classification of finite simple groups to prove results about finite
groups. Some of the exercises are strenuous: the reader is asked to
prove Iwasawa’s simplicity theorem and use it to prove the simplic-
ity of (most) finite projective special linear groups. They also cover
such varied topics as supersolvable groups, towers of quadratic field
extensions and torsion in nilpotent groups.

Serre covers group cohomology and its application to the existence
and uniqueness of group extensions (both abelian and non-abelian)
with commendable clarity and completeness in Chapter 4. In partic-
ular he proves Zassenhaus theorem on the existence and uniqueness
of complements. In one section he shows that every representation
of a finite group over the field with p-elements lifts to a respresenta-
tion over the field of p-adic numbers. The exercises in this chapter
include a useful exploration of the group-theoretic interpretations of
low degree cohomology groups.

P. Hall proved that if G is a finite solvable group and 7 is a set
of primes, then G has a subgroup of order |G|,;. Moreover all Hall
m-subgroups of are G-conjugate and every m-subgroup of G is con-
tained in a Hall m-subgroup. Proving this is the main task of Chapter
5.

A finite group is said to be Frobenius if it acts transitively on a set
so that every non-trivial group element fixes at most one element
of the set. For a Frobenius group G, the stabilizer H of a point
is called a Frobenius Complement. G. Frobenius used character
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induction to show that the identity and the set of elements of G
which lie in no conjugate of H forms a normal complement N to H,
now called a Frobenius Kernel. Serre defers proving this to a later
chapter, and instead focuses in Chapter 6 on proving interesting
properties of Frobenius groups. He gives elementary proofs that N
is nilpotent if it possesses a fixed-point-free automorphism of order 2
or 3 and discusses Thompson’s theorem that N is always nilpotent.
Frobenius groups are a rich source of interesting examples, and this
is reflected in the exercises.

Given a group G and a finite index subgroup H, Transfer is a
homomorphism from G to the abelianization of H. One important
application is Hall’s Focal Subgroup Theorem. This characterises
the group generated by all commutators in a finite group which
lie in a fixed Sylow subgroup of the group (Exercise 10 in chapter
7). Transfer also provides the ‘correct’ framework to prove Gauss’s
lemma in quadratic reciprocity. Serre describes other applications
of transfer to number theory and topology and demonstrates its
usefulness in classifying ‘small’ finite simple groups.

Each complex representation of a finite or compact group has
an associated character. This is a complex valued function on the
group which is constant on conjugacy classes. The theory of char-
acters was used in the Odd Order paper of Feit-Thompson, and
in conjunction with modular characters, in the classification of the
simple groups with small 2-rank. Therefore it was instrumental in
kick-starting the classification of all finite simple groups. Chapter 8
runs briskly through the existence of invariant Hermitian forms and
Maschke’s theorem, orthogonality relations, Wedderburn’s theorem
on the structure of the group algebra and applications of integral-
ity properties such as Burnside’s p%q® theorem. But there is much
more: induction, the existence of Frobenius Kernels, Adams oper-
ations on characters, Galois conjugation of characters and fields of
values of characters. I particularly liked Serre’s thorough treatment
of Frobenius-Schur indicators, which includes using the theory of
positive definite hermitian forms. The 34 exercises at the end of the
chapter indicate Serre’s deep interest in characters.

The penultimate Chapter 9 deals with the problem of bounding
the order of a finite matrix group. This is not standard textbook ma-
terial and the approach strays well beyond mere algebra. Minkowski
demonstrated that the order of a finite group of rational matrices is
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bounded by an explicit function in the size n of the matrices. Later
Jordan proved that a finite group of complex matrices contains an
abelian normal subgroup whose index is bounded by a function of
n. The chapter displays the breath of Serre’s interests in algebra
and geometry.

The final chapter is called ‘Small Groups’. This walks the reader
through an array of interesting examples and outlines many of the
exceptional isomorphisms between low order almost-simple groups,
including Sy = PGLy(3), A5 = Sly(4), S5 = PGLy(5), 2.4; =
SL2(5), SL3(2) = PSLQ(?), AG = PSL2(9), 86 = Sp4(2) and (Of
course) Ag = SO¢(2) = SL4(2). There is also a section on embed-
dings of Ay, 84 and Aj in PGLy(q), anticipating modular represen-
tation theory.

Serre includes an extensive bibliography of 41 books and 40 aca-
demic papers on group theory, representation theory, number theory
and homological algebra. In addition, there is a list of books dealing
with relevant mathematical ‘Topics’ and a handy index of names.

This slim volume will sit handsomely on any mathematician’s book-
shelf.

MATHEMATICS AND STATISTICS, MAYNOOTH UNIVERSITY
E-mail address: john.murray@mu.ie
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The first problem this issue was contributed by Peter Danchev of
the Institute of Mathematics & Informatics of the Bulgarian Acad-
emy of Sciences.

Problem 81.1. Find a homogenous linear ordinary differential equa-
tion of order two that is satisfied by the function

y(z) = /0 " sin(x cost) dt.

The second problem was suggested by Finbarr Holland of Uni-
versity College Cork. To state this problem, we use the standard
notation

flz) ~g(x) as x— oo,
where f and ¢ are positive functions, to mean that
@ —1 as x — oo.
9(x)
Problem 81.2. Let

Prove that

n

. a,x eV
Z(n!)QNZLW\/E as T — 00.

n=0

I learned the last problem from a friend recently.

Problem 81.3. Find a function f: R — R such that the restric-
tion of f to any open interval [ is a surjective function from I to R.
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SOLUTIONS

Here are solutions to the problems from Bulletin Number 79. The
first problem was solved by Henry Ricardo of the Westchester Area
Math Circle, New York, USA, as well as the North Kildare Mathe-
matics Problem Club and the proposer, Peter Danchev. The solu-
tion we give is an amalgamation of these solutions.

Problem 79.1. Suppose that k and n are positive integers with
1 < k < n. Find the largest integer m such that the binomial coef-

2n
ficient ( k) is divisible by 2.
Solution 79.1. We have

2M\ 2n o —1
k) k\k—-1)
Observe that, for 1 < a < 2", the highest power of 2 that is a factor

of a is equal to the highest power of 2 that is a factor of 2" — a.
From this we see that the integer

2" -1\ @"-1E2"-2)--- (2"~ (k—-1))
kE—1 1:2-+--- (k—1)
is odd. Let us write £ = 2"s, where r is a nonnegative integer and s

k) is divisible by 27",

and it is divisible by no higher power of 2, so m =n —r.

is an odd positive integer. It follows that (

The second problem was solved by Finbarr Holland, Angel Plaza of
Universidad de Las Palmas de Gran Canaria, Spain, Henry Ricardo,
the North Kildare Mathematics Problem Club, and the proposer,
Prithwijit De of the Homi Bhabha Centre for Science Education,
Mumbai, India. We present Henry Ricardo’s solution. The other
solutions were similar, with some differences in how the trigonomet-
ric integral was evaluated.

Problem 79.2. Let f be a function that is continuous on the interval
[0, /2] and that satisfies f(x)+ f(7/2—=z) = 1 for each z in [0, 7/2].
Evaluate the integral

Jzéﬂi /()  dz.

sin® x + cos3 z)
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Solution 79.2. By substituting u = 7/2 — x, we see that

I /0”/2( f(w/z—u>u)2 du: /0”/2( L= f) 4,

cos3 u + sin® cos3 u + sin® u)

Hence

1 (/2 1
I = —/ 5 du.
2 Jo (0053 u + sin® u)

Next let t = tanw. Then
I 1/°°t4+2t2+1
0

2 L+2t3 416
Expanding the integrand using partial fractions, we obtain
5 [~ dt 4 [ dt 1 [ t
I =— -+ — — t = — dt.
18 )y t?—t+1 18 ), (t+1)2 6J, (2—t+1)?

These are standard integrals, which can easily be evaluated to give

10 2 1 2 4 1
[—(817\/§)+9+<9+817ﬂ/§>—277r\/§+3. 0

The third problem was solved by Yagub Aliyev of ADA University,
Azerbaijan, Henry Ricardo, Angel Plaza, and the North Kildare
Mathematics Problem Club. All solutions used either induction or
quoted known identities involving sums of powers. The solution we
present is similar to that submitted by Angel Plaza.

Problem 79.3. Prove that, for any positive integer n,
(15—|—---—|—n5)—|—(17—|—---—|—n7) :2(1+---—|—n)4.

Solution 79.5. In brief, let L, and R,, denote the expressions on the
left-hand side and right-hand side, respectively, for n = 0,1,2,....
Then

Lnyi—Lo=n+1°+n+1)"=mn+1)°n*+2n+2).

Another calculation shows that R, 11 — R, = (n+1)°(n® + 2n + 2).
Since Ly = Ry = 2, we deduce that

m—1 m—1
Lyp=2+ Z(Ln—i—l - Ln) =2+ (Rn—l—l - Rn) = Rm;
n=0 n=0

form =1,2,..., as required. L]
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We invite readers to submit problems and solutions. Please email
submissions to imsproblems@gmail.com in any format (we prefer
Latex). Submissions for the summer Bulletin should arrive before
the end of April, and submissions for the winter Bulletin should
arrive by October. The solution to a problem is published two issues
after the issue in which the problem first appeared. Please include
solutions to any problems you submit, if you have them.

SCHOOL OF MATHEMATICS AND STATISTICS, THE OPEN UNIVERSITY, MIL-
TON KEYNES MK7 6AA, UNITED KINGDOM
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