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1. Introdu
tion

In this note we survey some results for integral equations on the

in�nite interval. We are interested in existen
e results for non-

linear Volterra integral equations, and in parti
ular, results that

enable us to study aspe
ts of the solution's behaviour on the inter-

val of existen
e.

In Se
tion 2 we examine the nonlinear Volterra integral equa-

tion

(1:1) y(t) = h(t)�

Z

t

0

k(t; s)g(s; y(s)) ds; t 2 [0; T )

where 0 � T � 1: Existen
e results are given whi
h establish a

solution y 2 C[0; T ) of (1:1) and yield fun
tions a; b 2 C[0; T ) su
h

that a(t) � y(t) � b(t); for t 2 [0; T ): Obviously the behaviour of

a and b on [0; T ) will in many 
ases allow us to extra
t additional

information on the solution y: It is this fa
t that we exploit in

Se
tion 3.

Using the results obtained for (1:1) in Se
tion 2, a 
ompar-

ison te
hnique is presented in Se
tion 3 whi
h �rstly guarantees

that the solution y 2 C[0; T ) of (1:1) (with T = 1), is su
h that

lim

t!1

y(t) exists, and se
ondly, allows us to read o� what this

limit is. The te
hnique is illustrated with some examples. A result

of Miller [9℄, whi
h pertains to a spe
ial 
ase of (1:1) is in
luded

and dis
ussed for 
ompleteness.

1

The results of this paper were presented by the �rst author at the S
ien
e

Resear
h Colloquium, I.T. Tallaght, 25-27 May, 1998.
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We 
on
lude this se
tion by stating some de�nitions whi
h

will be used throughout the paper. Let I be an interval in R.

De�nition 1.1: A fun
tion g : I �R! R is a L

q

{Carath�eodory

fun
tion if the following 
onditions hold:

(i) the map t 7! g(t; y) is measurable for all y 2 R;

(ii) the map y 7! g(t; y) is 
ontinuous for almost all t 2 I ;

(iii) for any r > 0; there exists �

r

2 L

q

(I) su
h that jyj � r implies

that jg(t; y)j � �

r

(t) for almost all t 2 I .

De�nition 1.2: A fun
tion g : I � R ! R is a lo
ally L

q

-

Carath�eodory fun
tion if the 
onditions in De�nition 1.1 hold when

g is restri
ted to J �R; with J any 
ompa
t subinterval of I .

2. Existen
e results

Before presenting our existen
e results for

(2:1) y(t) = h(t)�

Z

t

0

k(t; s)g(s; y(s)) ds; t 2 [0; T )

where 0 � T � 1; we �rst state the following variation of an

existen
e prin
iple of Lee and O'Regan [7℄, whi
h we will require

in this se
tion. For details of the proof we refer the reader to [7,8℄.

Theorem 2.1. Let 0 � T �1, and suppose that p and q satisfy

1 � p � 1 and

1

p

+

1

q

= 1. Assume that

(2:2) h 2 C[0; T );

(2:3) g : [0; T )�R! R is lo
ally L

q

{Carath�eodory

[see De�nition 1.2℄

(2:4) k

t

(s) = k(t; s) 2 L

p

[0; t℄ for ea
h t 2 [0; T )

and for any t, t

0

2 [0; T ),

(2:5)

Z

t

?

0

jk

t

(s)� k

t

0

(s)j

p

ds! 0 as t! t

0

; where t

?

= minft; t

0

g
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hold. Also let 0 < t

1

< t

2

< : : : < t

n

< : : : ; with t

n

" T: Suppose

for ea
h n = 1, 2, : : : , that there exists y

n

2 C[0; t

n

℄ that solves

y

n

(t) = h(t)�

Z

t

0

k(t; s)g(s; y

n

(s)) ds; t 2 [0; t

n

℄;

and that there are bounded sets B

k

� R; for k = 1; 2; : : : ; su
h

that n � k implies y

n

(t) 2 B

k

for ea
h t 2 [0; t

k

℄. Then (2:1) has

a solution y 2 C[0; T ) su
h that y(t) 2 B

k

for ea
h t 2 [0; t

k

℄.

NOTE: For p =1, let

 

Z

T

0

jf(s)j

p

ds

!

1

p

denote ess-sup

s2[0;T ℄

jf(s)j:

Our �rst two existen
e results for (2:1), whi
h extend the results of

Friedman [3℄ and Miller [9℄ in the literature, give 
onditions under

whi
h (2:1) has a solution y 2 C[0; T ) and is bounded by two fun
-

tions a; b 2 C[0; T ): Of parti
ular importan
e is the information

whi
h we 
an obtain on the positivity of the solution.

Theorem 2.2. Let 1 � p � 1 be a 
onstant, and q be su
h that

1

p

+

1

q

= 1. Assume that (2:2)� (2:5) hold. Suppose also that

(2:6) k(t; s) � 0 for almost every 0 � s � t < T

(2:7)

8

>

>

>

<

>

>

>

:

for 0 � t

0

� t

1

< T and s 2 [0; t

0

℄;

k(t

0

; s)

h(t

1

)

h(t

0

)

� k(t

1

; s); if h(t

0

) 6= 0

k(t

0

; s) � k(t

1

; s); if h(t) = 0; t 2 [t

0

; t

1

℄

(2:8)

(

there exists a nonin
reasing fun
tion r 2 C[0; T )

su
h that for almost every s 2 [0; T ); g(s; r(s)) = 0
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and one of the following holds:

(2:9) h is nonde
reasing and h(t) � r(t) � 0; t 2 [0; T )

(2:10) h is nonde
reasing and 0 � h(t) � r(t); t 2 [0; T )

(2:11) h is nonin
reasing and h(t) � 0 � r(t); t 2 [0; T )

along with

(2:12)

(

g(s; u) � 0 for h(s) � u � r(s);

and almost every s 2 [0; T )

and

(2:13)

8

>

>

>

<

>

>

>

:

r(0) � lim

t!0

+

�

h(t)�

Z

t

0

k(t; s)g(s; u(s)) ds

�

;

for all u 2 C[0; T ) su
h that

h(s) � u(s) � r(s); s 2 [0; T ):

Then there exists a solution y 2 C[0; T ) of (2:1) with h(t) � y(t) �

r(t); t 2 C[0; T ).

Proof: For details of the proof (whi
h relies on Theorem 2.1 and

S
hauder's Fixed Point Theorem) we refer the reader to [8℄.

Remark 2.1. Suppose that the 
onditions in Theorem 2:2 hold

with r � 0. Then noti
e from (2:9) and (2:11); that whether h is

nonde
reasing or nonin
reasing, as long as it is nonnegative, we

have a solution of (2:1): In fa
t, 
loser examination reveals that

we 
an �nd a solution of (2:1), even if h is not monotoni
. We

state the result as the following 
orollary. See [8℄ for details of the

proof.

Corollary 2.1. Let 1 � p � 1 be a 
onstant, and let q be su
h

that

1

p

+

1

q

= 1. Assume that (2:2) � (2:5) hold and suppose that

(2:6);

(2:14) h > 0 on [0; T )
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(2:15)

8

>

<

>

:

for 0 � t

0

� t

1

< T and s 2 [0; t

0

℄;

k(t

0

; s)

h(t

1

)

h(t

0

)

� k(t

1

; s)

(2:16)

(

g is su
h that yg(s; y) � 0; for all y 2 R;

and almost every s 2 [0; T )

and

(2:17)

8

>

<

>

:

0 � lim

t!0

+

�

h(t)�

Z

t

0

k(t; s)g(s; u(s)) ds

�

for all u 2 C[0; T ) su
h that h(s) � u(s) � 0

hold. Then there exists a solution y 2 C[0; T ) of (2:1) with h(t) �

y(t) � 0, for t 2 [0; T ).

Noti
e that in the hypotheses of Theorem 2:2 we have h(t) � r(t);

for t 2 [0; T ): If the opposite was true, then we have the following

theorem whi
h we just state. The ideas in the proof are similar to

those in the proof of Theorem 2:2:

Theorem 2.3. Let 1 � p � 1 be a 
onstant, and let q be su
h

that

1

p

+

1

q

= 1. Assume that (2:2)� (2:5) hold, and that (2:6) and

(2:7) are true. In addition suppose that

(2:18)

(

there exists a nonde
reasing fun
tion r 2 C[0; T )

su
h that for almost every s 2 [0; T ); g(s; r(s)) = 0

and one of the following holds:

(2:19) h is nonin
reasing and r(t) � h(t) � 0; t 2 [0; T )

(2:20) h is nonin
reasing and 0 � r(t) � h(t); t 2 [0; T )

(2:21) h is nonde
reasing and r(t) � 0 � h(t); t 2 [0; T )
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along with

(2:22)

(

g(s; u) � 0 for r(s) � u � h(s);

and almost every s 2 [0; T )

and

(2:23)

8

>

<

>

:

r(0) � lim

t!0

+

�

h(t)�

Z

t

0

k(t; s)g(s; y(s)) ds

�

for all u 2 C[0; T ) su
h that r(s) � u(s) � h(s):

Then there exists a solution y 2 C[0; T ) of (2:1) with r(t) � y(t) �

h(t), t 2 [0; T ):

NOTE: If r = 0 in Theorem 2:3, a remark analogous to Remark

2:1 
an be made for Theorem 2:3.

Remark 2.2. If h(t) � h

0

and r(t) � r

0

; where h

0

and r

0

are 
on-

stants, Theorem 2:2 and Theorem 2:3 instantly yield some simple

results.

The �rst, perhaps obvious one, is that if h

0

= r

0

; then immediately

we see that y = h

0

= r

0

is a solution of (2:1). Se
ondly, suppose

g is su
h that

(y � r

0

)g(s; y � r

0

) � 0; for almost every s 2 [0; T ):

Then for any h

0

, (2:1) has a solution y 2 C[0; T ). For example,

y(t) = h

0

�

Z

t

0

r

n

0

� y

n

(s)

(t� s)

�

ds; t 2 [0; T )

where h

0

is any 
onstant, 0 < � < 1; and n � 0 is odd.

In fa
t, if h, k and g satisfy the hypotheses of Theorem 2:2 and g

is odd, that is g(s;�u) = �g(s; u) for almost every s 2 [0; T ), then

h

1

; k and g

1

; where h

1

= �h; and g

1

= �g, satisfy the hypotheses

of Theorem 2:3.

Remark 2.3. Sin
e in both Theorem 2:2 and Theorem 2:3; we

have that our solution y 2 C[0; T ) is bounded by two fun
tions
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h; r 2 C[0; T ), we 
an often extra
t additional information about

y when given more details about h and r. For example, if h; r 2

BC[0; T ); then obviously y 2 BC[0; T ): A more interesting result,

and indeed one whi
h leads us on naturally to the �nal se
tion is

the following:

Suppose the hypotheses of Theorem 2:2 hold, with r = 0, h nonin-


reasing and h 2 C

0

[0; T ). [Here h 2 C

0

[0; T ) if h 2 C[0; T )

and lim

t!T

h(t) = 0.℄ Then we have a solution y 2 C[0; T )

with 0 � y(t) � h(t). But noti
e by the Sandwi
h Theorem that

lim

t!T

y(t) = 0 also, that is, y 2 C

0

[0; T ). [An analogous remark


an be made for Theorem 2:3.℄ We give the following example:

Example 2.1. Let n > 0 and 
onsider

(2:24) y(t) =

1

p

t+ 1

�

Z

t

0

1

p

t� s

y

n

(s) ds; t 2 [0;1):

Now (2:24) satis�es the hypotheses of Theorem 2:2 with (2:11)

true. Therefore (2:24) has a solution y 2 C[0;1) with 0 � y(t) �

1

p

t+1

, t 2 [0;1), and 
learly y 2 C

0

[0;1).

3. A 
omparison te
hnique for integral equations

We've already seen in the previous se
tion that if h, k and g satisfy

the hypotheses of Theorem 2:2 or Theorem 2:3; then

(3:1) y(t) = h(t)�

Z

t

0

k(t; s)g(s; y(s)) ds; t 2 [0;1)

has a solution y 2 C[0;1), su
h that for t 2 [0;1), h(t) � y(t) �

r(t) or r(t) � y(t) � h(t), respe
tively.

The questions whi
h we now ask are:

Under what additional assumptions on h, k and g, will (3:1) have

a solution y su
h that lim

t!1

y(t) exists? And 
an we �nd this

limit?

We have already given one answer to ea
h of these questions

in Remark 2:3: For 
ompleteness, we state the result here.
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Corollary 3.1. Suppose the following are true:

(3:2)

(

h; k and g satisfy the hypotheses of either

Theorem 2:2 or Theorem 2:3

(3:3) h; r 2 C

l

[0;1);

where r is as de�ned in (2:8) and (2:18) respe
tively.

Then if h(1) = r(1), (3:1) has a solution y 2 C

l

[0;1) and

lim

t!1

y(t) = h(1) = r(1).

Another approa
h is to use a 
omparison te
hnique whi
h

we des
ribe in the following theorem.

Theorem 3.1. Suppose that

(3:4) h; k and g satisfy the hypotheses of Theorem 2:2

with the additional assumptions that

(3:5) g(s; u) is nonde
reasing in u for almost every s 2 [0;1)

(3:6) r 2 C

l

[0;1); where r is as de�ned in (2:8)

(3:7)

8

>

>

>

>

>

<

>

>

>

>

>

:

k satis�es the following property:

For any nonnegative �; � 2 L

q

lo


[0;1); the equation

z(t) =

Z

t

0

k(t; s)�(s)� k(t; s)�(s)z(s) ds; t 2 [0;1)

has a unique, nonnegative solution z 2 C[0;1)

hold. Suppose also that

(3:8)

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

there exists a fun
tion

~g : [0;1)�R! R; and ~r 2 C[0;1)

su
h that ~g(s; ~r(s)) = 0 and ~g(s; u(s)) � g(s; u(s))

for almost every s 2 [0;1)and for all u 2 C[0;1);

that satisfy h(s) � u(s) � ~r(s); s 2 [0;1):

Suppose also that

y(t) = h(t)�

Z

t

0

k(t; s)~g(s; y(s)) ds; t 2 [0;1)

has a unique solution ~y 2 C[0;1); su
h that

h(t) � ~y(t) � ~r(t); for t 2 [0;1) and ~y(1) = r(1)
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is true. Then (3:1) has a unique solution y 2 C

l

[0;1); with h(t) �

y(t) � r(t), t 2 [0;1) and y(1) = r(1):

Proof: For details of the proof we refer the reader to [8℄.

The following result whi
h is analogous to Theorem 3:1; we

state without proof.

Theorem 3.2. Suppose that

(3:9) h; k and g satisfy the hypotheses of Theorem 2:3

(3:10) and r 2 C

l

[0;1); where r is as de�ned in (2:18)

hold, along with (3:5) and (3:7): Suppose also that

(3:11)

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

there exists a fun
tion ~g : [0;1)�R! R;

and ~r 2 C[0;1) su
h that

~g(s; ~r(s)) = 0 and ~g(s; u(s)) � g(s; u(s))

for almost every s 2 [0;1)and for all u 2 C[0;1);

that satisfy ~r(s) � u(s) � h(s); s 2 [0;1):

Suppose also that

y(t) = h(t)�

Z

t

0

k(t; s)~g(s; y(s)) ds; t 2 [0;1)

has a unique solution ~y 2 C[0;1); su
h that

~r(t) � ~y(t) � h(t); for t 2 [0;1) and ~y(1) = r(1)

is true. Then (3:1) has a unique solution y 2 C

l

[0;1) with r(t) �

y(t) � h(t), for t 2 [0;1) and y(1) = r(1).

Some of the hypotheses in the last two theorems warrant

further dis
ussion. In parti
ular, (3:7); (3:8) and (3:11) need to

be examined. We �rst look at (3:7):

In [9℄, Miller proves that if the kernel k is of 
onvolution

type, that is, k(t; s) = a(t� s); and the fun
tion a(t) satis�es

(3:12) a 2 L

1

(0; 1)
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(3:13) a is positive, 
ontinuous and nonde
reasing on (0;1)

and

(3:14)

8

>

<

>

:

for any T > 0; the fun
tion

a(t)

a(t+ T )

is a nonin
reasing fun
tion of t on (0;1);

then k(t; s) = a(t � s) satis�es (3:7): The proof makes use of

the resolvent kernel and its asso
iated properties when a satis�es

(3:12)� (3:14).

Remark 3.1. It is worth noti
ing that (3:14) holds if and only if

log(a(t)) is 
onvex.

An example of su
h a fun
tion is a(t) = t

��

; where 0 �

� < 1. The singular 
onvolution kernel asso
iated with this a,

whi
h also arises in Abel's equation, is of interest to us. In par-

ti
ular, when � =

1

2

, we have the kernel whi
h arises in the well

known tauto
hrone problem, and many satisfa
tory results 
an be

obtained.

However, we wish to 
onsider (3:7) for a more general ker-

nel, k: Initially suppose that k satis�es the hypotheses of either

Theorem 2:2 or Theorem 2:3. Letting

h

?

(t) =

Z

t

0

k(t; s)�(s) ds and k

?

(t; s) = k(t; s)�(s);

we 
an rewrite

(3:15) z(t) =

Z

t

0

k(t; s)�(s) ds�

Z

t

0

k(t; s)�(s)z(s) ds; t 2 [0;1)

as

(3:16) z(t) = h

?

(t)�

Z

t

0

k

?

(t; s)z(s) ds; t 2 [0;1):
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Note that h

?

2 C[0;1) and for 
onvenien
e, suppose h

?

(t) > 0;

for t 2 [0;1). If, for 0 � t

0

� t

1

<1, s 2 [0; t

0

℄, we have

(3:17) k

?

(t

0

; s)

h

?

(t

1

)

h

?

(t

0

)

� k

?

(t

1

; s);

then by Corollary 2:1, (3:16) has a nonnegative solution z 2

C[0;1). Clearly a separable kernel k(t; s) = a(t)b(s), where

a(t) > 0, b(t) > 0 for all t 2 [0;1), appropriately de�nes h

?

and

k

?

(that is, (3:17) is true in this setting). Also for a separable

kernel one 
an easily verify that the solution z is unique.

In general, if,

(3:18)

8

>

<

>

:

in addition to the hypotheses of either Theorem 2:2;

Corollary 2:1 or Theorem 2:3; k satis�es

k(v; s)k(t; u) � k(t; s)k(v; u); for s � u � v � t

holds, then (3:15) has a unique, nonnegative solution z 2 C[0;1).

To see this, note by de�nition that k

?

satis�es (3:18) also. Then

Gripenberg, Londen and Sta�ans [4, Ch9, p.259℄, show that k

?

has

a nonnegative resolvent r

?

where

r

?

(t; s) = k

?

(t; s)�

Z

t

s

k

?

(t; u)r

?

(u; s) du

= k

?

(t; s)�

Z

t

s

r

?

(t; u)k

?

(u; s) du;

for almost every (t; s) 2 [0;1) � [0; t℄, and r

?

is stri
tly positive

almost everywhere on the set where k

?

is stri
tly positive. In

addition, (3:16) has a unique solution given by

z(t) = h

?

(t)�

Z

t

0

r

?

(t; s)h

?

(s) ds:

Now an argument similar to Miller [9, p.329℄, shows that z � 0.
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We now turn our attention to (3:8). [Analogous 
omments


an be made for (3:11).℄ Condition (3:8) requires us to have previ-

ous knowledge of the existen
e, uniqueness and asymptoti
 beha-

vior of a solution ~y of

(3:19) y(t) = h(t)�

Z

t

0

k(t; s)~g(s; y(s)) ds; t 2 [0;1):

At the outset, this may seem like an unreasonable 
ondition

sin
e (3:19) 
losely resembles (3:1), the equation under examin-

ation. However, information on the solution ~y to (3:19) is easily

obtained if an appropriate 
hoi
e of ~g is made. For examples of

\appropriate" ~g, we �rst look to the literature.

As already mentioned, Miller in [9℄ dis
usses (3:1) when the

kernel k is of 
onvolution type, that is, k(t; s) = a(t � s) and a

satis�es (3:12)� (3:14). He puts 
onditions on a and g so that

(3:20) y(t) = �

Z

t

0

a(t� s)g(s; y(s)) ds; t 2 [0;1)

has a unique, nonnegative, nonde
reasing solution y 2 C[0;1)

and then dis
usses when y(1) = r(1) < 1. [Here again, r is

su
h that g(s; r(s)) = 0, for almost every s 2 [0;1).℄

For 
ompleteness, we state his result.

Theorem 3.3. Suppose a satis�es (3:12)� (3:14); and g satis�es

(3:21)

8

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

:

g is measurable in (t; u)

for 0 � t <1; �1 < u <1;


ontinuous and nonde
reasing in u for ea
h �xed t;

nonin
reasing in t for ea
h �xed u;

and bounded on ea
h �nite re
tangle

y

1

� u � y

2

; 0 � t � t

1

:

(3:22)

8

>

<

>

:

there is a fun
tion r(t); bounded on ea
h

�nite subinterval of [0;1) with r(0) � 0;

su
h that g(t; r(t)) = 0 for all t � 0
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and

(3:23) g(t; y) is lo
ally Lips
hitz 
ontinuous in y:

Then the solution y(t) of (3:20) is nonnegative and nonde
reasing

on 0 � t <1:

In addition we have the following results:

Suppose that for ea
h Æ > 0, there exists T > 0 and �(Æ) > 0, su
h

that g(t; y) � �(Æ) if t � T and 0 < y < r(t) � Æ: If a 6= L

1

(0;1)

and r(1) <1; then the solution y(t) of (3:20) tends to the limit

r(1) as t!1.

or

Suppose that g(t; y+r(t)) ! 0 as (t; y)! (1; 0

�

). If a 2 L

1

(0;1)

and r(1) < 1; then the solution y(t) of (3:20) tends to a limit

y(1) < r(1) as t!1.

Remark 3.2. Note that by itself, Theorem 3:3 gives another

answer to the two questions we asked at the beginning of this

se
tion.

Even though we 
an apply Theorem 3:3 in 
ertain 
ases,

we want to emphasize that Theorem 3:1 and Theorem 3:2 exist

independently of results in the literature. We therefore initially


onsider examples when ~g is a linear fun
tion of y; and it is easy

to expli
itly �nd the solution ~y and in turn ~y(1) from �rst prin-


iples. For example, we 
an use Lapla
e Transforms if we have

a 
onvolution kernel, or use the resolvent kernel if it is easy to

�nd. Using these examples and Theorem 3:1 and Theorem 3:2; we


an qui
kly build up a store of results from whi
h we 
an extra
t

information for (3:8) and (3:11): In addition, it is easy to 
onstru
t

examples where our theory applies, but Theorem 3:3 does not.

Example 3.1. Suppose that a 2 C

1

[0;1), b 2 C[0;1) and

a(t) > 0, b(t) > 0 for all t 2 [0;1) and 
onsider

(3:24) y(t) = �a(t)

Z

t

0

b(s)(y(s)� 1) ds; t 2 [0;1):
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By Theorem 2:3, (3:24) has a solution y 2 C[0;1), (in fa
t y 2

C

1

[0;1)), where 0 � y(t) � 1 for all t 2 [0;1). Solving for y we

get

y(t) = a(t)e

�

R

t

0

a(s)b(s) ds

Z

t

0

b(s)e

R

s

0

a(z)b(z) dz

ds;

or equivalently,

(3:25) y(t) =

R

t

0

b(s)e

R

s

0

a(z)b(z) dz

ds

1

a(t)

e

R

t

0

a(s)b(s) ds

:

We wish to examine lim

t!1

y(t). One parti
ular 
ase of interest

is when lim

t!1

a(t) = 0 and b(t) is nonde
reasing. In this 
ase

(3:25) and L'Hôpital's Rule give

(3:26) lim

t!1

y(t) = lim

t!1

1

1�

a

0

(t)

a(t)b(t)

:

From (3:26) we 
an easily determine if lim

t!1

y(t) exists, and if

so, what its value is. The family of kernels a(t)b(s) = e

��(t)

e

�(s)

where � 2 C

1

[0;1) with �(t)!1 and � 2 C[0;1) with �

0

(t) �

0 for all t 2 [0;1); satisfy the above 
onditions and give

lim

t!1

y(t) = lim

t!1

1

1 + �

0

(t)e

��(t)

:

[For appli
ations of Theorem 3:1 and Theorem 3:2, re
all that pos-

itive, separable kernels of the above type satisfy (3:7).℄

Example 3.2. Consider

(3:27) y(t) = �A

Z

t

0

y(s)� (1� Be

�s

)

p

t� s

ds

where A > 0 and 0 � B � 1. Here h � 0, r(t) = 1 � Be

�t

and g(t; y) = y � 1 + Be

�t

. Now the 
onditions of Theorem 2:3
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are satis�ed, therefore (3:27) has a solution y 2 C[0;1) with 0 �

y(t) � 1�Be

�t

. Solving for y (see [8℄ for details) we get

y(t) =

e

�A

2

�t

g(t) +A

2

�

R

t

0

e

�A

2

�s

g(s) ds

e

�A

2

�t

;

where

g(t) := A

Z

t

0

1�Be

�s

p

t� s

ds�A

2

�

Z

t

0

(1�Be

�s

) ds:

Using l'Hôpital's Rule, one 
an see that lim

t!1

y(t) = 1.

Example 3.3. Consider

(3:28) y(t) = 1�A

Z

t

0

y(s)�Be

�s

p

t� s

ds;

where A > 0 and 0 � B � 1. Here h � 1, r(t) = Be

�t

and

g(t; y) = y � Be

�t

. Therefore (3:28) satis�es the 
onditions of

Theorem 2:2 and has a solution Be

�t

� y(t) � 1, where

y(t) =

e

�A

2

�t

g(t) +A

2

�

R

t

0

e

�A

2

�s

g(s) ds

e

�A

2

�t

;

with

g(t) := 1�A

2

B� � 2A

p

t+A

2

B�e

�t

+ABe

�t

Z

t

0

e

s

p

s

ds:

It 
an be shown that lim

t!1

y(t) = 0. We omit the detail.

Equipped with these examples, we now give some appli
a-

tions of Theorem 3:1 and Theorem 3:2.

Example 3.4. Consider

(3:29) y(t) = 1�

Z

t

0

y

1

n

(s)

p

t� s

ds; t 2 [0;1); n 2 N

+

:

Here h = 1; r = 0 and

g(t; y) =

�

y

1

n

; y � 0

0; y < 0



� Integral equations 69

satisfy the hypotheses of Theorem 2:2, therefore (3:29) has a solu-

tion y 2 C[0;1) with 0 � y(t) � 1.

If we 
an �nd a ~g that satis�es (3:8) when h � 1 and k(t; s) =

1

p

t�s

, then the hypotheses of Theorem 3:1 are satis�ed, and it

follows that lim

t!1

y(t) exists and y(1) = 0.

Consider ~g(y) = y. Here ~r = 0. Trivially ~g(y) = y � y

1

n

=

g(y) for 0 � y � 1 and ea
h n 2 N

+

. Note also that

(3:30) y(t) = 1�

Z

t

0

y(s)

p

t� s

ds

is in fa
t (3:28) with A = 1 and B = 0. Therefore from Example

3:3, (3:30) has a solution ~y 2 C

l

[0;1); with 0 � ~y(t) � 1 and

~y(1) = 0. (3:8) is therefore satis�ed and y(1) = 0.

Example 3.5. Consider

(3:31) y(t) = �

Z

t

0

y

1

n

(s)� 1

p

t� s

ds; t 2 [0;1); n 2 N

+

:

Sin
e h = 0, r = 1 and

g(t; y) =

�

y

1

n

� 1; y � 0

�1; y < 0

we have from Theorem 2:3 that (3:31) has a solution y 2 C[0;1)

with 0 � y(t) � 1.

We want to �nd a ~g that satis�es (3:11). Consider ~g(y) =

1

n

(y�1).

Here ~r = 1. Sin
e for 0 � y � 1,

y � 1 =

�

y

1

n

� 1

��

1 + y

1

n

+ y

2

n

+ : : :+ y

n�1

n

�

� n

�

y

1

n

� 1

�

;

we have that

~g(y) =

1

n

(y � 1) �

�

y

1

n

� 1

�

= g(y) for ea
h n 2 N

+

; 0 � y � 1:
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Now

(3:32) y(t) = �

1

n

Z

t

0

y(s)� 1

p

t� s

ds; t 2 [0;1)

is (3:27) with A =

1

n

and B = 0. Therefore from Example 3:2,

we have that (3:32) has a solution ~y 2 C[0;1) with 0 � ~y(t) � 1

and lim

t!1

~y(t) = 1. The hypotheses of Theorem 3:2 are satis�ed

when ~g(y) =

1

n

(y � 1), therefore y(1) = 1.

Example 3.6. Consider

(3:33) y(t) = �A

Z

t

0

y

n

(s)� (1�Be

�s

)

p

t� s

ds; t 2 [0;1)

with A > 0, 0 � B � 1 and n � 1. Here h � 0,

g(t; y) =

�

�A(y

n

� (1�Be

�t

)); y � 0

A(1�Be

�t

); y < 0

and r(t) = (1�e

�t

)

1

n

. For a 
omparison equation 
onsider (3:27).

This implies that ~g(t; y) = �A(y� (1�Be

�t

)) and ~r(t) = 1�e

�t

.

It is easy to 
he
k that Theorem 3:2 is satis�ed with this 
hoi
e

of ~g, therefore (3:33) has a solution y 2 C[0;1); with 0 � y(t) �

(1� e

�t

)

1

n

and y(1) = 1.

Example 3.7. Finally 
onsider

(3:34) y(t) = �

Z

t

0

A(s)

[y

n

(s)� (1�Be

�s

)℄

p

t� s

ds

where A 2 C[0;1) with A(t) � A > 0 for all t 2 [0;1), 0 �

B � 1. Compare (3:34) with (3:33): By Theorem 3:2, (3:34) has

a solution y 2 C[0;1) with 0 � y(t) � (1� e

�t

)

1

n

and y(1) = 1.

Remark 3.3. We 
ould have used Theorem 3:3 in Example 3:2

and Example 3:6; but note that Theorem 3:3 does not apply to

Examples 3:1; 3:3� 3:5 and 3:7.
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